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FOREWORD

1 This mlitary handbook is approved for use by all activities and agencies of the Department of the Army and is
available for use by all Departnents and Agencies of the Departnent of Defense.

2. Thi's handbook is for guidance only. This handbook cannot be cited as a requirement. If it is, the contractor
does not have to conply.

3. Surface-to-air mssiles are designed to defend a land are-a against an aerial threat. The size of the defended area
and the capabilities of the threat have great influence on the speed, maneuverability, and lethality requirenents of
the mssile system Simulation of the missile flight path can provide valuable information about these
requirements. A mssile flight simlation is a conputational tool that calculates the flight of a missile from |aunch
until it engages the target. The simulation is hased on mathematical models of the missile, target and
environment. This nilitary handbook provides guidance for the preparation of these nathematical models to
sinulate the flight of a surface-to-air missile.

4. Beneficial coments (recommendations, additions, and deletions) and any pertinent data that may be of use in
inproving this document should be addressed to Cormander, U.S. Arny Mssile Conmand, ATTN. AVBM -
RD-SE-TD-ST. Redstone Arsenal, AL 35898-5270, by using the Standardization Document |nprovenent
Proposal (DD Form 1426) appearing at the end of this document, or by letter.
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CHAPTER 1
| NTRODUCTI ON

Background information is finished regarding the need for missile flight simulations, and brief descriptions are
given of their character, purpose, and inplenentation. The purpose, scope and organization of the handhook are

descri bed.

1-1 BACKGROUND

Surface-to-air nissile systens are devel oped to meet
specified operational requirenents. In a broad sense these re-
quirenents include the size of the defended area and |ethali-
ty. In addition, the conditions under which the missile
systemis to operate are specified to include the environnent
and characteristics of the threat (target). The defended area
and threat characteristics deternine the missile range and al -
titude requirements. The speed and maneuverability of the
target influence the speed and maneuverability required of
the missile. The target signature-emitted or reflected elec-
tromagnetic radiation-and the operational environnent in-
fluence the design of the nissile guidance system and likely
threat countermeasures are particularly inportant in estab-
lishing guidance system characteristics. The required lethal-
ity, generally expressed as kill probahility, translates to
requirenents for mssile guidance accuracy, dynamic air-
frame maneuver characteristics, counter-countermeasures
capability, and fuzing and warhead characteristics. The kill
probability requirenents are usually stated as the probability
of achieving specific levels of damage to the target under
specified engagenent conditions.

Department of Defense (DoD) procedures for acquiring
and supporting missile systems establish key nilestones at
whi ch both program managenent and technical decisions
mist be nade. Fromthe initial formulation of the concept for
a new nissile systemto the end of the life cycle of the mis-
sile, there is a continuous need to predict the performance of
alternative designs of the nmissile that meet changing opera-
tional requirements and to introduce inprovenents that meet
the evolving threat (Refs. 1, 2, and 3). An increasingly im
portant source of information for decision makers is missile
flight sinulation. The major mssile system performance
measures, Kill probability and size of area to be defended,
can he predicted by nodeling how the nissile approaches
the target (mssile flight) and how the warhead fragnents
inpact the vulnerable conponents of different target types
under all dynamic and environmental conditions. Mbst nis-
sile system evaluators choose to sinplify the evaluation pro-
cess by nodeling missile flight separately, with its own
performance nmeasure. As described later in this handbook,
many mssile development and evaluation objectives can he
satisfied by considering only missile flight. One of the prin-
cipal objectives of nodeling missile flight is to predict how
close the missile will approach the target under varying dy -

11

namc and environmental conditions. Mss distance is often
used as a measure of missile system performance. In general,
the smaller the niss distance, the greater the probability of
killing the target. The mathematical analysis of nissile flight
is conplex and involves nonlinearities, logic sequences, Sin-
gular events, and interactions among multiple subsystens.
Conputer sinulation techniques are ideally suited to this
task.

1-1.1 DESCRIPTION OF A M SSILE FLI GHT
SI MULATI ON

Amissile flight simlation is a conputational tool that
calculates the flight path and other inmportant paraneters of
anssileas it leaves the launcher and engages a target. A
similation is based on mathematical models of the missile,
target and environnent, and these mathematical models
consi st of equations that describe physical laws and |ogical
sequences. The nissile model includes factors such as mis-
sile mass, thrust aerodynamics, guidance and control, and
the equations necessary to calculate the missile attitude and
flight path. The target model is often less detailed but in-
cludes sufficient data and equations to determine the target
flight path, signature,and counterneasures. The model of
the environment contains, at a ninimm the atnospheric
characteristics and gravity. Clouds, ‘haze, sun position, and
terrain or sea surface characteristics are included if they are
important to the purpose of the sinulation. Sometines
breadhoar ded components or actual nissile hardware is used
instead of mathematical nodels of certain missile sub-
syst ens.

The physical laws in the sinulation are those governing
the motion of the missile and target and those affecting any
simlated subsystens. For exanple, the equations of notion
of the missile deternmine the acceleration, velocity, and posi-
tion resulting from the forces due to gravity. thrust, and aero-
dynam cs. Qther equations governing physical processes
my be required to simulate subsystems such as the target
tracking system or the nissile control system

The sinulation logic controls conditional events. Exanp-
les of time-related, conditional events are initiation of tar-
get maneuvers, decoy deployment, and changes in gui dance
phases. Exanples of events that depend on other events are
the action to be taken if the commanded nissile maneuver
exceeds the specified limts set for the mssile and ternina-
tion of the sinulation when the nissile reaches its closest ap-
proach to the target.
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The inputs and outputs of a missile flight simulation are
shown in Fig. 1-1 Inputs are data needed by the mathenati-
cal nodels that may change from one computer run to the
next. Exanples of inputs are initial conditions such as the
positions and velocities of the missile and target at the instant
the sinulation begins, programmed target maneuvers, and
countermeasure control paraneters. If the target nodel is a
general one, target signature data are treated as inputs. Data
that seldom or never change are usually built into the nod-
els. For exanple, a simlation of a specific type of nmissile
usual |y has descriptive data built into the missile nodel, but
simlations of generic mssiles or nissiles not yet complete-
ly defined my be arranged so that parameters subject to
change are inputs. Environnental conditions, e.g., atmo-
spheric density as a function of altitude, are usually built into
the similation, however, a nonstandard atnosphere or ot her
variable environmental conditions can be selected by an ap-
propriate choice of input. Typical mssile flight simulation
outputs include the missile flight-path history and the result-
ing mss distance. Depending on the needs of the user, the
time histories of many different nissile functions and re-
sponses nay be outputs, such as fin deflection angles, mis-
sile translational and rotational rates and accelerations,
seeker function, and control system function.

1-1.2 PUROCSE OF A M SSILE FLIGHT SIM
ULATI ON

The performance of a missile systemis deternmined by the
interaction of all of its subsystems. Each subsystem conpo-
nent must performits own function properly, and the integra-
tion of all subsystens into a whole missile mst he bal anced
and tuned for best performance. Very small variations in any
conponent can unbal ance the systemand result in unaccept-
able nissile performance. Mssile designers and eval uators
use a variety of methods to obtain information on the perfor-
mance of alternative missile configurations. These include
analytical estimates, computer simulations, laboratory tests,
and flight tests as shown in Fig. 1-2. Sinple analytical tech-
niques provide estinates of nissile performance characteris-
tics, such as maxinumrange and time of flight, but the
detailed interactions of subsystems are difficult or inpossi-

input Data for
Target

Environment

Initial Conditions

ey W

ble to predict accurately by sinple analytical means. The
most credible means is flight testing, but it is also the nost
costly. Laboratory testing also provides credible inform-
tion, but it is restricted mainly to subsystem evaluation. Be-
tween the extremes of |ow-cost, lowcredibility analytical
methods and high-cost, high-credibility testing methods is a
gap filled by computer simulation (Ref. 1). Cearly, thisis a
wide gap that |eaves roomfor wide variation in the sophisti-
cation of missile simlations depending on whether the sim-
lation user's needs fall closer to analytical estimates or to
flight-test results. For example, a very sinple sinulation
could determine the general size and shape of the area that
coul d be defended by a surface-to-air nissile with a given
weight and thrust history. If the effects of seeker range lim
its, ginbal angle linits, and tracking rate linits on the size of
the defended area are of concern, these functions must be
modeled in the sinulation. If the contributions of various
mssile design characteristics to niss distance are of interest,
the functions contributing to niss distance nust be included
in the model, particularly those that relate to missile response
tines and maneuver linitations. If enphasis is to be placed
on target tracking ardor gquidance and control, more detailed
mssile function nodels are required, even to the point of us-
ing actual nissile hardware in the sinulation and generating
scenes for the hardware seeker to view In general, as the in-
formtion needs of the user become nmore detailed and re-
quire greater precision, the sinulation must becone nore
compl ex, refined, and detailed (Ref. 2).

1-1.3 | MPLEMENTATION OF A M SSI LE
FLI GHT SI MULATI ON

The performance characteristics of the first guided nis-
siles were analyzed by using analog conputers. The physical
similation consisted of patchhoards with hundreds of wires
meking the electrical component connections required in the
computer to solve the differential equations that described
mssile behavior. Today, except for some very specialized
applications, analog conmputers have been replaced by digital
computers. A digital simlation consists physically of Iines
of computer instructions, usually stored magnetically on
disks or tape. Hard copy (printed on paper) and cathode-ray

Missile Flight
Performance

Figure 1-1. Mssile Flight Sinulation
1-2
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Figure 1-2. Spectrum of Methods for Determning Mssile Performance

tube (CRT) displays of the lines of instruction are readily
available to similation users and programmers to be used in
analyses and to understand what the sinulation does. Inputs
or changes to the simulation are easily made by typing them
into the conputer using a keyboard.

Some hybrid simulations are basically digital but use ana-
log computers with analog-to-digital (AD) converters to
generate certain sinulated functions. Typically, “hybrids are
used in applications that require the outputs in real time and
in which the sinulated functions contain high-frequency
spectral components that would be difficult or inpossible to
produce with current digital equipnent alone.

The need for real-time computation is usually the result of
using actual mssile hardware in the simulation, which, of
course, must runinreal time (Refs. 2, 3, and 4). In this case
the physical similation consists of lines of instruction for the
digital portion, wired patchboards for the analog portion, and
the actual hardware conponents (the seeker, for exanple).
The equi pment needed to run a hybrid simlation that in-
cludes actual seeker hardware is a digital conputer, an ana-
log computer, and a seeker scene generator. Less conpl ex
simlations may require only a digital conputer.

1- 2 PURPOSE OF THE HANDBOCOK

Many Government agencies and contractors use missile
flight sinulations. These sinulations are continually being
revised and inproved as user needs change, as mssile de-
signs change, and as better sinulation hardware becones

available. New simulations are developed as the need arises.
There is a relatively small core of individuals who have the
know edge and experience to mmintain these simulations and
to devel op new ones. Scattered documentation exists on var-
ious aspects of mssile similation, and most simulations
have some form of docunentation that describes them
Many of the pragmatic techniques used to produce the de-
sired results within the linitations of cost, time, and current
hardware, however, exist only in the minds of the specialists
inthis field.

The objective of this handbook is to document nethods of
mssile fright simlation to preserve current know edge and
to provide a consolidated source of information. Specifical-
ly, the purposes of this handbook are to (1) present the fun-
damental elements, equations, and techniques necessary to
develop missile flight simulations, (2) describe the typical
conputational equipment used for nissile flight sinulation
and the specialized equipment used to generate the target
scene, and (3) present the nethodology for certifying that a
mssile flight sinulation provides an accurate representation
of mssile performnce.

The intended users of this handbook are (1) Arnmy design
engineers with many years of experience, (2) recently grad-
uated engineers with limted know edge of the principles of
mssile sinlation, (3) specialists in particular fields of
Arny materiel design with superficial know edge in the field
of mssile simlation, and (4) engineers enmployed by con-
tractors.
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1-3 SCOPE OF THE HANDBOOK

Quided missile technol ogy embraces alnmost all of the
physical sciences, and mssile flight sinulation can simlate
almst any nissile function to whatever degree of realismis
required or affordable. To cover all aspects with all degrees
of simulation conplexity in a single volume would clearly
be inpractical. Therefore, in the interests of practicality and
utility, this handbook is limted to flight similations of sur-
face-to-air mssiles used by the US Arny. Because many
functions are basically comon to a wide variety of mssile
types, however, this information will also be useful to those
interested in other types of mssiles.

A broad range of nodel sophistication is covered in the
handbook because it is important that the level of sophistica-
tion of a simulation nodel be matched to the specific purpos-
es of the simulation. For some applications it is unnecessary
to calculate the mssile rotational behavior directly fromthe
aerodynam ¢ characteristics. For these applications, equa-
tions of motion with three translational degrees of freedom
are adequate. In cases in which the mssile rotational behav-
ior iscritical and sinplified methods are not acceptable, the
equations of motion nust contain at least two, and some-
times three, additional degrees of freedom The equations
and nethods for both three- and six-degree-of - freedom mod-
els are presented. Very sinple and moderately conplex
methematical seeker nodels are given, and the we of actual
flight hardware or breadboard hardware in the sinulation is
descri bed.

Very specialized mssile system conponent simulation
techniques are beyond the scope of this handbook. Represen-
tative examples of modeling topics that are beyond the scope
are detailed seeker signal processing, propellant grain burn-
ing dynamcs, detailed servo system component simulation,
conpl ex aerodynami ¢ cross coupling, airframe deflection
and flutter, and fuze and warhead operation.

Equations and simlation nethodology are given for all
the major subsystems of surface-to-air missiles. The basic
simlation equations can be inplenented by either digital or
anal og neans; however, since by far the greatest proportion
of current flight sinulations uses digital computation. digital
net hods are enphasi zed.

1-4 ORGANI ZATI ON OF THE HAND-
BOOK

Chapter 2 describes a mssile systemto include its hard-
ware conmponents and its tracking and guidance functions.
Chapter 3 contains an overview of the subject of mssile sim
ulation. Chapters 4 through 9 expand on individual topics in
greater depth and present techniques used to similate the
conponents and functions of the nissile system Chapter 10
di scusses methods of inplementing the simlation model
that include selection of the nost appropriate conputer hard-
ware, the applicability of different computer [anguages, and
various conputational techniques. Chapter 11 addresses

1-4

methods of verifying and validating the sinulation model to
ensure that the sinulation program correctly represents the
intended mathematical model and that the model adequately
represents the actual mssile. Chapter 12 brings together the
methods described in previous chapters in the formof an ex-
anple sinulation showing proper sequencing and interfac-
ing anong the various sinulation components.

In addition to covering tine range of levels of simlation
sophi stication for different users, the handbook describes the
use of sinplified equations to reduce conputational time in
order to preserve the real-time aspects of hardware-in-the-
loop operation. Individual chapters present appropriate
equations and methods of sinplifying them and the need for
sinplification is discussed in detail in Chapter 10.
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CHAPTER 2
M SSI LE SYSTEM DESCRI PTI ON

Understanding mssile flight simlations requires a know edge of what is being sinulated-+the missile. This chap-
ter describes in general terms the mssile subsystenms and functions that are inportant to the sinulation of mssile

flight. These include in par.
propul sion, and airframe; in par.

2-2 the subsystems of the physical mssile-seeker autopilot,
2-3 the various types of guidance; and in par.

sile launch that are applicable to mssile flight simulation.

2-0 LI ST OF SYMBOLS

D = aerodynamic drag force vector, N
Fp = thrust force vector, N
L = aerodynamic lift force vector, N
L = magnitude of aerodynamic lift force vector L, N
L = lever arm, m
P;,P, = pneumatic servo nozzle pressures, Pa
V = relative air velocity, m/s
AH = radio frequency lobe difference signal, V
Ar = computation time step (2,,; — fy), S
£ = tracking error angle (angle between line-of-sight to
target and seeker boresight axis), rad
2. = radio frequency lobe sum signal, V

2-1 | NTRODUCTI ON

Surface-to-air mssile systens are designed to meet spec-
ified operational requirenents. The variety of requirements
leads to different missile sizes and fictional arrangements.
Many of the differences anong missile systems are there-
sults of variations in tracking inplenentations and guidance
concepts. The purpose of a surface-to-air missile systemis to
destroy threatening airborne targets. The system includes the
mssile flight vehicle and supportive equipment such as a
l'auncher, any ground-based nissile and/or target trackers,
and any ground-based guidance processors. As a target ap-
proaches the mssile launch site, a tracking system measures
target notion relative to the mssile. Afire control function
determines the time and direction to launch, and the mssile
i's propelled fromthe Iauncher by a propul sion system usu-
ally a rocket motor. As the tracking system continues to mea-
sure relative motion, a guidance processor derives mssile
maneuver commaends to guide the missile to intercept the tar-
get. The maneuver commands are transformed into mssile
control -surface deflection commands by an autopilot and a
control system supplies the actuator power to rotate the con-
trol surfaces. Aerodynamc lift on the mssile generated by
control -surface deflections produces maneuvers that are re-
sponsive to guidance commands. An explosive warhead is
detonated on inpact or upon proximty with the target. Ms
sile flight performance depends on the mechanizations of
and the interactions among the various missile subsystens
and the guidance concept.

2-1

control, warhead and fuze
2-4 specific considerations of ms-

Surface-to-air mssile systems are the Arny's primary de-
fense against airborne threats. Their objective is to deny en-
eny aircraft access to friendly resources. Army air defenses
consist of several layers of defensive capability, each with
different nissile systemrequirements. Long-range, high-al-
titude systems are required for widespread coverage of the
field arny and nmilitary bases. Mediumrange systens with
low and mediumaltitude capability are used to cover for-
war d-depl oyed conbat units and the rear areas of divisions
and corps. Short-range systems, with the capability to de-
stroy lowlevel threats, are used to defend airfields, depots,
frontline armor, and noving colums. Mn-portable sys-
tems, also with a capability against |owlevel threats, are
used for close-in defense (Ref. 1).

The size of the missile flight vehicle is dictated largely by
the distance it is required to fly (range) and the weight of its
payl oad (warhead). The payl oad weight in turn depends on
the expected mss distance, and mss distance depends on
gui dance accuracy. Different guidance inplementations re-
sult indifferent potential accuracies. Mssile size and config-
uration design requires that tradeoffs be made among all of
these factors.

Current US Arny surface-to-air mssiles range in mss
fromabout 8 to 900 kg. The smallest missiles are hunched
from man-portabl e launch tubes; after launch they are guided
by an onboard guidance system The largest missiles fly to
long range and high altitude and are supported by radars and
gui dance conputers on the ground that interact with the on-
board gui dance system

An individual surface-to-air mssile systemis called a fire
unit. In general, a fire unit consists of the equipment and per-
sonnel to transport the system fromone launch site to anoth-
er; to search for, identify, and track airborne targets
l'aunch and guide nissiles; and to reload |aunchers. A given
fire unit can engage only those targets that come within
range of the mssile. Even a target that is within range some-
times cannot be engaged successfully because its position is
such that the line of sight fromthe mssile to the target ro-
tates into angular positions, or angular rates, that exceed the
capabilities of the tracking sensor. The locus of possible po-
sitions of the target at the time of missile launch that are
within range and within tracking limtations establishes the
mssile system kinematic |aunch boundary. The kinematic
l'aunch boundary of any given missile system depends on tar-
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get speed and flight path. The actual Iaunch boundary is of-
ten smaller than the kinematic launch boundary because of
additional limtations that depend on the sensitivity of the
tracking sensor to radiation fromthe target and the geonetric
distribution of the spectral and intensity characteristics of ra-
diation fromthe target (target signature). Also effective
count ermeasures enpl oyed by the target greatly decrease the
size and shape of the Iaunch boundary.

Fire units are located with overlapping launch boundaries
at sites suited to defending friendly resources. Alerts (warn-
ing that a potential target is in the general area) and cues
(giving the direction in which to |ook) maybe communicate-
d among the fire units and centralized surveillance systens.
As an eneny aircraft penetrates to within range of the search
systemof a given fire unit it is detected identified as un-
friendly, and the tracking sensor is locked on the target. The
mssile fire control systemnonitors target position and pro-
vides an indication of the time when the target enters the
l'aunch boundary. The fire control systemalso provides the
azimth and elevation angles needed to point the |auncher.

The mssile is launched by a switch operated by the fire
unit crew. The missile propulsion systemrapidly generates
thrust and propels the missile along the launcher and into the
air. Until the mssile speed is sufficient for aerodynanic con-
trol, it flies ballistically. The tracking system continues to
track the target and provide information on the position and
motion of the target relative to the missile. The mssile guid-
ance systeminterprets this informtion and generates guid-
ance commands that tell the mssile how to maneuver to
intercept the target. These maneuver commands are deter-
mned by the application of logic (qguidance law) to the rela-
tive mssile and target motion. The autopilot and control
systems in the mssile flight vehicle convert the guidance
commands into aerodynamc control surface deflections that
cause the mssile flight path to turn. This process continues
fromthe time guidance is initiated until the time of intercept.

Because of inaccuracies, limtations, and tine lags, however,
the mssile does not always inpact the target but may fly
close to it. The distance separating the mssile and target at
the closest approach of the mssile to the target is the miss
distance. The objective of guidance and control is to cause
the mss distance to be as small as possible.

As the mssile approaches the target, the fuze senses the
presence of the target and detonates the warhead. If the mss
distance is small enough and the fuze operates at precisely
the right noment, the warhead explosion disables the target.
It observation by the fire unit crew indicates that the nissile
was ineffective and the target is still within the Iaunch
boundary, another missile may be |aunched.

Al surface-to-air missile systems are not alike, The mgjor
difference is various approaches to mssile guidance. All in-
clude some formof target tracking; some tracking sensors
are large and located on the ground, whereas others are small
and are carried onboard the missile. Different tracking sys-
tens sense different bands of the electromagnetic spectrum
Some gui dance processors enploy ground-based computers;
others are small and sinmple enough to be located in the ms-
sile. Some guidance laws are nmore easily inplemented with
one arrangenent of guidance system conponents than with
other arrangements. Design of the guidance system has a sig-
nificant inpact on the design of the mssile flight vehicle.

2-2 M SSILE

Myjor subsystems that nay be included in the flight vehi-
cle are guidance and control fuze and warhead, notor, and
airframe. The guidance and control systemis often subdivid-
ed into individual subsystens as shown in Fig. 2-1. If a ms-
sile has a seeker, the onboard guidance system usually is
conposed of the seeker and autopilot Fig. 2-2 is a longitudi-
nal cross section of a typical surface-to-air mssile having all
of these subsystens onboard.* If a nissile does not have a
seeker, the only onboard guidance conponents may be an-

i

w
2
3

Y
O

Guidance System

NRisidanna
NAUTURl VO

Figure 2-1. Quidance and Control

*A given missile my not contain all of the subsystems described. For exanple, sone missiles do not contain seekers, and some particularly

accurate nissiles do not have proximty fuzes.
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Figure 2-2. Major Conponent Sections of a Homing Mssile

tennas for receiving information from the ground-based
gui dance components and an autopilot to translate guidance
information into control conmands.

2-2.1 SEEKER

A missile seeker is composed of a seeker head to collect
and detect energy fromthe target, a tracking function to keep
the seeker boresight axis pointed toward the target, and a
processing function to extract useful information from the
detection and tracking circuits.

The seeker usually is mounted in the nose of the nissile
where it can have an unobstructed view ahead The seeker
antenna or optical systemis usually mounted on ginbals to
pernit its central viewing direction (horesight axis) to be ro-
tated in both azinuth and elevation relative to the nissile
centerline (Ref. 2). The linits of the angular viewing direc-
tion (ginbal angle linits) are typically about + 40 to + 60 deg
relative to the centerling axis of the missile. If the angle be-
tween the nissile centerline and the line of sight to the target
exceeds the ginbal angle limts, the seeker is physically con-
strained by the ginbal stops and can no longer track the tar-
get.

The ginballed portion of the seeker head usually is stabi-
lized to keep it pointing in a fixed direction regardiess of per-
turbing angular motions of the missile body. The two most
prevalent means of stabilization are to spin a portion of the
gi nbal | ed conponents so that they act as a gyro and to use
actuators to hold the seeker in a stabilized direction using
control signal's fromgyros mounted on the ginbal frames. In
gither case, signals fromthe tracking circuitry are required to
change the pointing direction of the seeker.

The two conmon seeker types are optical and radio fre-
quency (RF). The nethods and equipment used to sense Sig-
nals in the optical and RF bands are different so they lead to
different inplenentations of the two types of seekers.

2-2.1.1 Optical Seekers

Seekers that sense radiation in the ultraviolet(W), visual,
and infrared (IR) portions of the electromagnetic spectrum
are classed as optical seekers. The radiation is transnmitted
through the atnosphere fromthe target. Not all target radia-

2-3

tion directed toward the seeker will reach it because of atten-
uation. Optical radiation is attenuated by the geometrical
distance from the source (inverse range squared); by absorp-
tion and scattering by the atmosphere; by clouds, haze, rain,
and snow, and by other obscurants such as smoke and dust.
The amount of attenuation is influenced by the wavelength
of the radiation. For exanple, there are atmospheric trans-
mssion windows (relatively lower attenuation) at wave-
lengths of 1-3 um 3-5 um and 8-12 pymin the IR spectral
region (Fig. 2-3). IR radiation outside these windows is at-
tenuated so severely by the atmosphere that only these win-
dows are used for IR sensors. The 1-3 um band was used by
early IR seekers, which were not cooled. The 3-5umband is
the most applicable to current cooled IR seekers. Little of the
radiation fromthe target exhaust plume is contained in the 8-
12um band; thus this band is less desirable for surface-to-air
mssiles. The visible spectrumis transmitted through a win-
dow from0.4 to 0.8 um and an ultraviolet w ndow exists
from0.34 to 0.39 um (Ref. 3). Some seekers are designed to
use nore than one optical band to discriminate between tar-
gets and decoys.

Sources of optical radiation that can be used by seekers are
the engine exhaust plume, hot netal, and aerodynanic heat-
ing. Inthe visible portion of the spectrum reflected sunlight
can be used. W radiation is transmitted to the seeker from
the background scene. The target blocks out W radiation
and provides contrast with the background. A laser seeker
woul d of course use reflected laser radiation. The distribu-
tion of IRradiation froma typical target is shown in Fig. 2-
4. Mhen the target exhaust plume is used as the primry
source of radiation being sensed by the seeker, it is necessary
to bias the guidance ahead of the plume for crossing (other
than head-on or tail-on) engagenents; otherwise, the missile
will pass through the plune behind the target.

Optical seekers contain a telescope used to view the target.
The instantaneous field of viewis conical, and the cone axis
coincides with the optics? axis of the telescope. The tele-
scope forms an optical imge of the target and background.

Accurate target tracking requires that the seeker horesight
axis be pointed continuously toward the target. The angle be-
tween the boresight axis and the line of sight to the target is
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Figure 2-4. Distribution of IR Radiation from a Typi cal

the tracking error. As the line of sight to the target changes
because of relative target notion, the pointing direction of
the seeker nust be changed to follow it. The information
necessary to deternmine the magnitude and direction of the
tracking error is contained in the telescope image. Different
methods of extracting the target error have been devel oped.
AH enpl oy phot oel ectric devices, called detectors, to con-

2-

4

Radi ation (Adapted from Ref. 3)

/

\

Tar get

vert information contained in the optical telescope image
into an electrical signal suitable for processing.

There are three types of optical seekers based on the dif-
ferent techniques used to process the optical image. These
nethods are reticle, pseudoimaging, and imaging. Each
method is discussed in the paragraphs that follow.
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2-2.1.1.1 Reticle

The sinplest formof optical seeker directs the entire tele-
scope image onto a single detector. This imge contains the
sum of the radiant power from the background scene and
fromthe target. One approach to extracting the tracking error
fromthe inage is to pass the imge through an optical device
(reticle) designed to encode the tracking error.

The basic arrangement of the reticle tracker is illustrated
inFig 25 Across-sectional viewof a typical reticle seeker
and the optical ray paths through the telescope are shown in
Fig. 2-6. The telescope collects optical radiation and focuses
an inmage of the field of viewon the reticle. The reticle, Io-
cated between the telescope and the detector, contains a spa-
tial pattern of varying optical transmssion. Some parts of the

pattern block that portion of the image that is focused upon
them other parts allow the imge to pass through to the de-
tector. The transparent and opaque areas are arranged so that
the modul ation (passing and blocking of energy) encodes the
position of the small sources relative to the boresight axis
and discrimnates against |arger sources in the background.
The modul ated radiation is collected and deposited on the
detector, which produces an electrical signal proportional to
the amount of incident radiant power. The seeker electronics
amplify this detector signal and demodulate it to recover an
error signal that represents the tracking error. The error sig-
nal is fed back to point the telescope such that the error is re-
duced.

Reticle
/_ — Light Collector

/  Detactor

Y /

I y

I ﬂ__ Tracker
l U™

=
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Figure 2-5. Basic Reticle Tracker (Adapted from Ref. 4)
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Figure 2-6. Typical Conical-Scan Reticle Seeker Assenbly (Adapted from Ref. 5)
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To measure the tracking error, the position of the target is
projected on the plane of the reticle as shown in Fig. 2-7.
(Details of the reticle pattern and the ray paths through the
telescope are ontted for clarity.) The tracking error is repre-
sented by a vector in the reticle plane. Its originis at the ret-
icle center (horesight axis), and its tipis at the intersection of
the target line of sight and the reticle plane. This vector is
quantified by its polar angle, which is relative to an arbitrary
reference, and its magnitude, which is proportional to the an-
gular tracking error. The tracking error magnitude is mea-
sured as a radial distance on the reticle. The minimm
information required for tracking is the polar angle. For pro-
portional control, it is necessary also to have a signal indicat-
ing the radial conponent.

The passing and “blocking of target energy requires rela-
tive motion between the reticle and the target image. There
are two common nethods used to provide this notion. (ne
is spinning the reticle about the boresight axis (spin scan).
The other is enploying a stationary reticle and conically ro-
tating (nutating) the telescope optical axis about the hbore-
sight axis (conical scan). Vhen a spin-scan seeker is tracking
perfectly, the target appears at the center of the field of view
and the target imge is focused on the center of the reticle.

Target Projection on Reticle

Arbitrary
Reference

G
v

Detector

Tracking by a conical scan seeker causes the target image to
rotate in a circle because of the coning motion of the tele-
scope. Perfect tracking causes the target circle to be concen-
tric with the reticle pattern, which is centered on the
boresi ght axis.

In spin-scan seekers the reticle rotation produces a signal
consisting of pulses as the target image is chopped by the ret-
icle pattern. Fig. 2-8(A) shows an exanple of a spin-scan ret-
icle. This reticle pattern is asymetric, which results in a
pul se-burst when the target-sensing sector of the pattern ro-
tates over the target imge and in a steady signal when the
phasing sector covers the target image. The transmission of
the phasing sector is 0.5, which matches the average trans-
mssion of the target-sensing sector and thereby nininmizes
the signal nodul ation caused by background objects of nod-
grate size such as clouds. The phase of the modulated signal
envel ope encodes the polar angle of the tracking error vector.
The magnitude of the tracking error vector can he encoded if
the reticle pattern has radial hands, each with different nunb-
ers of immge interrupters. This pattern gives a variable num
ber of pulses in the pulse burst that depends on the magnitude
of the tracking error vector. Thus the nunber of pul ses per
pulse burst is a neasure of the magnitude of the angular
tracking error.

Angular
Tracking Error

Boresight Axis

™. - v
~——— ¥acking £rror vecior

~— Piane of Reticle

\
\' \——— Field of View
\\ -

Figure 2-7. Projection of Tracking Error on Reticle Plane
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Figure 2-8. Cenetic Reticle Patterns (Adapted from Ref. 4)

Amajor lintation of spin-scan trackers is that the carrier
signal is lost when the tracking error is near zero; thus |ow
tracking precision results. This linitation is overcone hy
conical scan trackers. In this case, a constant frequency Sig-
nal is generated when the tracking error is near zero because
the target image traces a circular path concentric with the ret-
icle pattern. As the target position moves off-axis, as shown
inFig 2-8(B), the circular path of the target image is no
longer concentric with the reticle pattern. Thus a phased

2-7

modul ation is produced that accurately indicates the target
polar and radial position conponents in the field of view.

If the target inmge path on the reticle passes over pattern
regions of uniformwidth, as in the spin-scan pattern of Fig.
2-8(A), an anplitude modul ation (AM denpdul ator is used
to process the signal. If the target image passes over varying
widths of reticle pattern, as in the conical scan pattern of Fig.
2-8(B), a frequency nodulation (FM denodulator is used.
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2-2.1.1.2 Pseudoi mging

The continuing search for better methods of discrininat-
ing the background fromthe target and for discrininating
hetween decoys and targets led to the devel opment of
pseudoi maging seekers. These seekers provide some of the
advantages of fully imging seekers (such as television cam
eras) but with less conplexity. Athough some of the fea-
tures of the scene can be derived electronically, a full imge
is not developed. The tracking system used in pseudoi mag-
ing seekers is in the general class called scanning trackers
(Ref. 4). In general, scanning trackers incorporate one or
more detectors that have instantaneous fields of viewthat are
small fractions of the total field of view These detectors
scan the total field of view repeated y and thereby transform
the scanned scene into a set of detector signals. Reference
signals are also generated, derived fromthe scan notion, that
represent the instantaneous position of each detector field of
view within the total field of view The signal processor
identifies the target signal in the detector outputs, usually by
a thresholding process, and sanples the reference signals at
that time to deternine the target position in the field of view
These position signals are then used to point the seeker so
that the target is centered within the total field of view

Pseudoi magi ng seekers have numerous performance ad-
vantages over reticle seekers. The instantaneous field of
view of each detector is smller than that of reticle seekers,
s0 it gives smaller background signals. On the other hand,
pseudoi magi ng seekers do not Iend themselves to optical
spatial filtering, as afforded by reticles, to suppress large
background objects. The burden of background rejection for
pseudoi magi ng seekers is transferred to the signal processor.
Wth relatively smll instantaneous fields of view
pseudoi maging seekers preserve nore of the scene informe-
tion in the detector signals than reticle seekers. This pernits
resolution of miltiple targets and selection of the desired tar-
get based upon observable criteria For extended targets, i.e,
larger than the instantaneous field of view of a detector, the
signal processor can be designed to track a particular point
on the target, such as the centroid, an edge, or some other
identifiable point. pseudoinaging seekers naturally Iend
themsel ves to the use of digital signal processing since the
signal processors for this class of systems usually contain a
substantial nunber of logic functions.

The rosette pattern, illustrated in Fig. 2-9, is an important
scan pattern for pseudoi maging seekers. The rosette scan
seeker uses a single detector with a scan pattern that contains
a number of Ioops, or petals, emanating froma common cen-
ter. Arosette scan is easily mechanized by means of two
counterrotating optical elements, each of which deflects in-
coning rays by the same angle. The deflection elements can
be optical prisms, tilted nirrors, or off-centered lenses. At
any given instant only one point fromthe scene is focused on
the detector. The relative positions of features in the scene
can be determined since the relative pointing direction with-

inthe rosette scan is known at the monent each feature is de-
tected.

2-8
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Figure 2-9. Rosette Scan Pattern (Adapted
from Ref. 4)

2-2.1.1.3 Imging

An imging seeker uses either single or mltiple detectors
that produce video signals by means of a raster scan of the
target scene (Ref. 4). lmaging sensors generally preserve
more scene information than nonimaging sensors; thus im
aging seekers can discrininate between objects by various
criteria. This feature satisfies performance requirements be-
yond the capabilities of nost nonimaging seekers. The pri-
mary advantages of an imaging seeker are its resistance to
countermeasures, its discrimnation of background and its
contributions to fuzing Iogic.

Exanples of imaging sensors are television cameras and
focal plane array devices. A focal plane array is a pattern of
individual detectors for the purpose of immging. There are
two basic methods of imaging with detector arrays. ne is to
focus the entire scene optically on a two-dinensional array
and sanple each elenent electronically by using a raster
scan to produce scene inmges. The other method is to scan
the scene mechanically to generate imge data froma rela-
tively smll nunber of detectors (Ref. 3).

Systens that image only a portion of the total field of view
on the focal plane array and move this instantaneous field of
view about to cover the total field of view operate in a scan-
ning mode. Systems that image the total field of view on the
focal plane array operate in a staring mode.

One current approach to image processing is to couple a
focal plane array with a microprocessor containing a pattern
recognition algorithmto recognize and identify targets auto-
matically.

2-2.1.2 Radio Frequency Seekers

An RF seeker is essentially a radar in which the antenna is
employed to collect RF radiation reflected horn the target.
The RF power maybe generated by systens onboard the tar-
get, by a target illuminator on the ground or by a transmitter
onboard the nmissile. A passive RF seeker receives radiation
generated by the target. A semiactive seeker receives reflect-
ed target echoes of radiation originally generated by a
ground-based illuninator. An active seeker receives target
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echoes of radiation originally generated and transmtted
from onboard the mssile. Various transmtted waveforms
and processing nethods are used to exact information.

Two-way attenuation of RF radiation by atnospheric ef-
fects is shown in Fig. 2-11 as a function of radiation frequen-
cy. Scattering |osses caused by fog, drizzle, and rainfall are

Seeker radar antennas take various physical forms, but the
most common are parabolic dish or planar array antennas
(Ref. 6) nounted on ginbals. A typical radar seeker employ-
ing a ginballed planar array is shown in Fig. 2-10.
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Figure 2-11. Attenuation of RF Radiation by Atrmosphere and Rain (Adapted from Ref.7)
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Passive techniques are being enployed in the design of
new aircraft to decrease their RF signatures. Sophisticated
electronic countermeasures (ECM equipment is carried on-
board aircraft to produce clutter or to introduce deceptive or
confusing signals into the signal processors of the RF seeker.
RF expendabl e decoys with signatures greater than the sig-
nature of the target have the potential to attract RF missiles
away from the target. Mssile seeker counter-counternea-
sures (CCM techniques include Doppler and range tracking
and sophi sticated signal processing.

The basic radar types applicable to surface-to-air missiles
are pulse radars, continuous wave (CW radars, and pulse
Doppler radars (Ref. 8). Seekers employing these radar types
can be active, semactive, or passive.

2-2.1.2.1 Pulse Radar

A pul'se radar transnits a relatively short burst of electro-
megnetic energy, and the receiver listens for the echo. The
antenna is designed to receive energy in one or more rela-
tively narrow (pencil) beams (also called |obes). The echo
received fromtargets in these beams is used to track the tar-
get. Range to the target can also be deternined by observing
the tine it takes for the pulse to return.

2-2.1.2.2 Continuous \Mve Radar

A continuous wave (CW radar transmits continuously
rather than by pulses, and as a result it cannot determine the
range to the target without some additional modulation. The
change in frequency between the transmitted signal and the
echo, caused by the Doppler effect, can be used to determine
the conponent of relative target velocity along the Iine of
sight. This is useful for discrimnating the moving target
fromstationary clutter or fromdecoys that have velocities
different fromthat of the target. CWradars have two mgjor
disadvantages. One is the inability to measure range; the sec-
ond is the transmitter signals leak directly into the receiver,
a disadvantage that requires excellent systemstability and
large dynamic range to give good performance.

2-2.1.2.3 Pul'se Doppler Radar

Pul se Doppler radar combines the pulse operation with the
use of Doppler fromthe CWradar to measure directly both
range and range rate or radial velocity of targets. The Dop-
pler principle makes it possible for a CWradar to detect a
mving target, and it permits a pulse radar to detect a weak
signal froma moving target in the presence of strong clutter
signals. By using Doppler shift and special filters, the return
froma noving target can be detected by pulse Doppler radar.
This is referred to as moving target indicator (M),

This type of radar transnits pulses just as the pulse radar
does and can, therefore, use time to determne range. Al so,
when the signal is received, its frequency can be conpared
with the transmtter frequency to determine radial velocity
based on the frequency (Doppler) shift. Use of Doppler fil-
ters pernits tracking the target in velocity, a useful discrim
inant against some types of countermeasures. Because the
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bandwi dth of the pulses is large relative to Doppler frequen-
cy shifts, the signal must be coherent in order to measure ve-
locity. A coherent signal is one in which the phase is
consi stent from one pulse to the next, as if each pul se had
been cut froma single continuous wave. Another useful fea-
ture of coherent pulse Doppler radars is that they are better
able to discrininate against noise than noncoherent radars.

Use of the Doppler effect to discrininate clutter makes
possible a reliable capability of |ooking down against the
earth background under certain engagement conditions,
Tracking in frequency (velocity gating) and range (range
gating) is a powerful tool used to discrininate against de-
C0ys.

2-2.13 Angle Tracking Methods

Several nmethods are used to detect angular errors in track-
ing a target with radar. Among these are sequential |obing,
conical scanning, and two forms of monopul se tracking (Ref.
8). Al of these methods are based on the same general prin-
ciples but are inplemented in slightly different ways. They
all make use of the fact that the magnitude (or phase) of the
target return signal depends on the angle between the line of
sight to the target and the axis of the radar antenna Iobe pat-
tern. Wen the target is located exactly on the lobe axis, the
magnitude of the target return signal is greatest. Cther fac-
tors, however, also affect the magnitude of the target signal,
such as target radar cross section, aspect angle, and range.
Therefore, a single lobe is not sufficient to determine the
magnitude of the angular tracking error. Also the radial di-
rection of the tracking error cannot be deternined froma sin-
gle lobe because of lobe symmetry about its axis.

Tracking usual ly is inplemented by using two separate
tracking channel s-one corresponds to the azimuth plane
and the other to the elevation plane (Ref. 6). At least two
lobes in each plane are required to deternine the conponents
of the tracking error (Fig. 2-12(A)). In a given plane the axes
of the two |obes are separated fromeach other by a smll an-
gle and amsymetric. about the boresight axis of the tracker.
Target strength is neasured in each lobe and converted to a
vol tage. The voltage difference between the two lobes is a
measure of the tracking error. A target line of sight coinci-
dent with the tracker boresight axis (zero tracking error)
forms equal angles with each of the radar |obe axes, and the
voltage difference between the signals horn the |obes is zero,
which indicates zero tracking error. As the target moves off
the tracking horesight axis, it noves away from one |obe and
toward the other and creates a voltage difference between the
lobes, as shown in Fig. 2-12(A). For small tracking errors
this difference is approximately proportional to the magni-
tude of the tracking error as shown in Fig. 2-12(B). In prac-
tice, the voltage difference normalized by the voltage
sum &is used to indicate the magnitude and direction of the
tracking error.

The reflection of RF radiation fromthe target is not uni-
form it varies in mgnitude and phase depending on the as-
pect angle (azimith and elevation relative to the target) and



Downloaded from http://www.everyspec.com

M L- HDBK- 1211(M )

Tracking Boresight Axis _ Target
NS
Tracking Emvor Angle € — / /

>//(& Line of Sight

N to Target

=~ —"  RF Seeker
(A) RF Tracking Lobes
/...‘L.‘ AH AH= Difference Signal
T nalo Ty I = Sum Signal

N/
AV

§a Differsnce Signal AH
=
S //\ \
t /N N~
3 / w&gnal z
(ool
0 N el h
~—__—
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Figure 2-12. RF Tracking (Adapted from Ref. 6)

on the particular target surface fromwhich it is reflected. Be-
cause of the complex geonetry of the target surface, glint
points occur and disappear as the aspect changes. An RF
seeker integrates the signals fromall glint points within the
field of view resulting in an erratic track which contributes
to nmiss distance. Under some circunstances the track point
my be located conpletely off the physical target.

Anot her phenonenon contributing to RF seeker tracking
errors is the refraction of the received radiation by the aero-
dynanic shape of the radome of the seeker. The degree of re-

21

fraction changes as the angular attitude of the missile
changes. The conponent of gui dance commands resulting
fromthis change in refraction angle can couple with the air-
frame dynamics and produce oscillations in the missile flight
path that increase miss distance. To make the radonme heni-
spherical in order to elimnate refraction, however, is im
practical because the radar antenna (and, therefore, the
radone in which it is housed) nust have an aperture as large
as possible, and the aerodynanmic drag froma large heni-
spherical nissile nose would be unacceptable.
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2-2.1.3.1 Sequential Lobing

An early technique used for radar tracking is sequential
lobing, which is switching the antenna boresight from one
side of the tracked target to the other. The anplitudes of the
returns will be equal when the target is centered between the
switched positions of the antenna. If the target is not cen-
tered, the amplitudes will differ; this difference is the track-
ing error signal. A msjor disadvantage of sequential |obing
is that the target signal strength can fluctuate during the short
interval required to switch |obes, which introduces errors
into the estimte of the tracking error.

2-2.1.3.2 Conical Scanning

Conical scanning is inplemented by scanning the axis of
a single beamaround the surface of a cone with the cone
apex at the radar and the cone axis coincident with the bore-
sight axis of the tracker. Once each revolution the beam ap-
pears on either side of the cone axis in a given plane. Target
return signals are neasured and conpared for these two |obe
positions for each tracking channel in order to estimte
tracking error. The disadvantage of target fluctuations be-
tween lobes also is inherent in conical scanning.

Athough it is similar to sequential Iobing, conical scanis
preferred in most applications since it suffers less loss of sig-
nal strength and the antenna systems are usually less com
pl ex.

2-2.1.3.3 Mnopul se Tracking

As its name inplies, monopul se tracking forms the two
| obes per tracking plane with a single pulse. That is, both
lobes are forned at the same time; thus the problem of target
fluctuation between |obes is elimnated. One inplenentation
of monopul se tracking uses anplitude conparison of the tar-
get return signals to estimate the tracking error, as in sequen-
tial lobing and conical scanning. The other inplementation
mekes use of the fact that the phase difference between the
two returns is proportional to the angular tracking error.

Monopul se radar provides a better tracking technique than
the other types of radars, but in many applications in which
the ultimate in performance is not needed, the conical-scan
radar is used because it is less costly and less conplex.

2-2.2 AUTOPI LOT

Typically, the output horn the seeker or ground-based
gui dance conponents is an electrical signal that contains in-
formation on the direction of the current heading error of the

mssile and some relative measure of the magnitude of the
error. The autopilot converts the steering error signals into
control surface deflection commands (Fig. 2-13) to correct
the course of the mssile.

The autopilot is a link between the function that indicates
a change of heading i s needed (guidance processor) and the
mechani sm that can change the heading (control system.
The gui dance processor—whi ch may be | ocated on the
ground or contained in the seeker signal processor, autopilot,
or both-nust accurately inplement some prescribed guid-
ance law to ensure that the control commands it devel ops
Will guide the mssile close to the target.

The autopilot translates the commands produced by the
gui dance processor into a formsuitable for driving the con-
trol actuators and lints the commands as necessary to main-
tain flight stability and airframe integrity (Ref. 3). The
design of the autopilot depends on the aerodynamcs of the
mssile airframe and the type of controls enployed. Since
some guided nissiles must perform over extrene ranges of
flight conditions, the autopilot may be designed to conpen-
sate for some of the nonlinearities in the aerodynamcs in or-
der to ensure a stable system If the missile design requires
roll control, the autopilot may sense roll position or roll rate
and issue appropriate control commands. Sone nmissiles re-
quire control to conpensate for the acceleration due to grav-
ity; in this case the autopilot receives the necessary sensor
data and determines the direction and magnitude of the com
mands required to conpensate for gravity. The autopil ot
mey introduce airframe danping to prevent large overshoots
in response to maneuver commands or to conpensate for dy-
namc instabilities. It may contain anplifiers, integrators,
and mxing circuits that send signals to the proper control
surface actuators. In some applications missile maneuver
commands may be produced solely on the basis of the seeker
out put .

2-2.3 CONTRCL

Once the guidance processor has determined the magni-
tude and direction of the error in the mssile flight path and
the autopilot has deternined the steering conmand, the mis-
sile control system nust adjust the control surfaces to pro-
duce the acceleration required to correct the flight path. This
corrective acceleration is applied in a lateral direction (per-
pendicular to the missile flight path) to change the direction
of the missile velocity vector (Fig. 2-14). Intentional accel-
eration along the flight path to correct the nmagnitude of the

C 1 —————— 1
| | | |
l | Flight Path FinDeflecion | . |
| Seeker *__.E"L» Autopilot |Command . | Controi i
| | | System !
| | | |
J L |

Figure 2-13. Function of the Autopilot
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Figure 2-14. Acceleration Required to Change Direction of Flight

velocity vector (for early or late arrival) is a potentially use-
ful concept, but it is not presently used to guide surface-to-
air mssiles because of the conplexity of throttling solid pro-
pellant notors.

2-2,3.1 Lateral Acceleration

Lateral acceleration of a mssile requires a lateral force.
The force required to alter the flight of a missile can be gen-
erated by different methods; however, the nethod currently
employed in most United States (US) Arny surface-to-air
mssiles is developnent of aerodynamic Iift in a direction
per pendicul ar to the flight path.

inan airplane, lift is produced primarily by the flow of air
over the wing, as shown schematically in Fig. 2-15(A). As
the angle of attack-the angle between the chord of the air-
foil and the velocity vector—+s increased, the magnitude of
the lift force is increased to the point at which stall occurs.
Aerodynanic lift on a mssile is analogous to lift on an air-
plane. Although the missile usually has very small wings or
none at all it may have fins, and when the nissile body conb-

Relative Air Velocity
v

ined with its fins is inclined by an angle of attack as shown
inFig 2-15(B), lift is produced. Lift force is approxinately
proportional to the square of the sped Thus the relatively
high speed of a missile is sufficient to achieve lateral accel-
erations many times the aceleration due to gravity (many
g's), even though the area--body plus fins-on which the
aerodynami ¢ pressure acts is relatively smll.

For aerodynamic lift to be generated, the missile nust
achieve an angle of attack-angle between the nissile cen-
terline and the mssile velocity vector. The steering com
mand fromthe autopilot calls for a lateral acceleration to
correct the error in the mssile heading. This command may
be a direct acceleration command, or it may bean indirect
comand, such as calling for fin deflection angles or fin ac-
tuator torques. In any case, it is a lateral acceleration that is
to be achieved, and it is the task of the control systemto
cause the mssile to assume an angle of attack that will pro-
duce that acceleration.

A monent, i.e., aforce mitiplied by a lever arm is re-
quired to cause a missile to rotate to achieve an angle of at-

Angle of Attack ‘
(A) Lift on an Airplane Wing

{B) Lift on a Missiie

Fi gure 2-15. Aerodynanic
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tack. This moment can be developed by several neans, but
the methods currently used in US Arny surface-to-air ms-
siles are thrust vector control and aerodynamc fin deflec-
tion. The latter is predominating. In thrust vector control the
exhaust gases from the propulsion system are deflected |at-
erally by a small angle so that the resultant thrust vector is no
longer aligned with the center of mass of the mssile (Ref. 3).
This misalignnent causes a moment in addition to the trans-
lational force of the thrust. In Fig. 2-16 the thrust force F,
acts at a lever armé,,,to produce a moment on the mssile.
In aerodynanic fin deflection the airflow over the deflected
control surfaces produces an aerodynamc monment on the
mssile that causes the missile to rotate relative to its velocity
vector and thus achieve an angle of attack. Fig. 2-17 illus-

/

S
7

trates the production of an aerodynam ¢ moment on the nis-
sile for two different locations of the control surfaces.

2-2.3.2 Canard Control

Fig. 2-17(A) shows how an aerodynanic monent is gen-
crated when the control surface is a canard fin (located at the
front of the mssile). Wth the canard fin rotated as shown, a
[ift L (sinlar to that on an airplane wing) is developed on the
finitself. This lift, acting on the lever arml,,relative to the
mssile center of mass, produces a nose-up monent when the
fin is deflected as shown. The magnitude of the aerodynam ¢
monent is proportional to the lift L that acts on the control
surface. The [ift in turn is dependent on the deflection angle
of the control surface. Thus the control system can control
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Figure 2-16. Mment Produced by Thrust Vector Control
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Figure 2-17. Aerodynamic Mnment Produced by Control-Surface Deflection
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the magnitude of the aerodynamic noment by controlling
the angle of rotation of the control surface.

When the nissile has a finite angle of attack, a restoring
moment is generated by aerodynamic lift on the tail surface.
Since the tail surface is located behind the center of mass of
the mssile, this restoring moment is in a direction opposing
the control noment generated by the canard fins. The mag-
nitude of the restoring moment is approximtely proportion-
al to the magnitude of the angle of attack therefore, as the
angle of attack increases-as a result of fin deflection-the
restoring moment increases. When the angle of attack reach-
es the point at which the restoring moment equals the control
monent, a hal anced condition-called the trim condition-
s achieved. Vhen the fins are initially deflected, a mssile
has a transient response that depends on the magnitudes of
the noments, the noment of inertia of the missile, and the
aerodynami ¢ danping characteristics of the mssile; the
steady state result of the fin deflection is the trimangle of at-
tack.

The fact that the lever arm &, iis relativey long results in
a large aerodynamic control nonent that rotates the missile
with a high angular rate to the desired angle of attack. Fast
response of the missile to maneuver commands is a very im
portant characteristic for engaging naneuvering targets.

2-2.3.3 Tail Control

Fig. 2-17(B) shows the use of tail surfaces for control. Ei-
ther the entire tail finis only the trailing edge is
hinged as shown. Wth tail control the lift on the control sur-
face is in the direction opposite to the desired lateral acceler-
ation of the mssile so that the lift on the control surface
subtracts fromthe overall nissile lift (Ref. 3). This can result
in slightly decreased lateral accelerations and slightly in-
creased response time. Another disadvantage of tail control
is that long electric and hydraulic connections are required
from the guidance package near the nose of the missile to the
tail control actuators. Also downwash flow fromthe body
and fins forward of the tail control surfaces changes rapidy
with changes in the angle of attack and thus makes the trim
angle of attack difficult to predict.

2-2.3.4 Wng Control

Some nissiles have small wings located near the center of
mass of the missile. Wen these wings are used as the control
surfaces, the lift on the wing-which may he a substantial
portion of the overall mssile lift-can be developed very
qui ckl'y without having to rotate the entire nissile to an angle
of attack. Wng control is not presently used in US Army sur-
face-to-air mssiles.

2-2.3.5 Control Servomotor

The device that converts a control command horn the au-
topilot into a control surface deflection is called a servom-
tor, often shortened to servo. A control servo usually
includes amplification of the commanded steering signal, ap-
plication of the anplified signal to a sol enoi d-operated con-
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troller, application of controlled high-pressure hydraulic or
pneumatic fluid to an actuator, and mechanical actuation (ro-
tation) of the control surface.

Various types of auxiliary power supplies have been used
to provide hydraulic or pneumatic pressure. The type nost
often used is a hot gas systemin which propellant-type fuel
is converted into high-pressure gas in a combustion cham
ber. This gas is then used to drive a hydraulic punp that pro-
vi des power to hydraulic actuators, or the hot gas is used
directly to power pneumatic actuators. The amount of fuel
available to power the control systemis limted; when the
fuel is exhausted, the missile becomes uncontrollable.

In the operation of a pneumatic servo (Ref. 9) gas flows
continuously horn the supply source and exhausts through
the pneumatic servo nozzles with pressures P,and P, The
exhaust flow is regulated by a flapper-nozzie valve. By de-
creasing the gas flow through one nozzle and increasing the
flow through the other nozzle, the pressure is increased on
one of the actuator pistons and reduced on the other. This
pressure difference causes one piston to move down and the
other to nove up and thereby controls the deflection angle of
the control surface. The control surface may be aerodynam
ically unbalanced about the hinge point such that a restoring
torque is produced (aerodynanic hinge nonent). The result-
ing deflection angle of the control surface is determined by
the balance point between the aerodynanic hinge noment
and the hinge moment generated by the actuator torque. This
type of servo is called a torque-balance servo. A torque-bal-
ance servo provides a torque on the control surface that is
proportional to the steering command signal. The angular
deflection of the control surface is a function of the aerody-
namc hinge moment acting on the surface and the power of
the actuator. Large hinge moments require large, powerful
actuators. Atypical mechanization of a torque-bal ance servo
isillustrated in Fig. 2-18.

The angul ar position of the control surface maybe sensed
and returned to the anplifier to forma feedback |oop. This
type of control servo produces a control surface deflection
that is proportional to the input steering comand signal.

2-2.4 WARHEAD AND FUZE

The ultimate objective of a guided missile is to disable or
destroy the target. Warheads containing high explosives are
typically used as the disabling or destroying mechanism For
most gui ded missiles the guidance accuracy is such that the
mssile wll not always actually inpact the target but will
usual |y pass close to it Near misses can be converted to suc-
cessful intercepts by the use of proximity fuzes that sense the
approach of the missile to the target and initiate a warhead
detonation command.

2-2.4.1 \Wrhead

A bare high-explosive charge produces a high-pressure
shock wave that radiates spherically fromthe burst point,
The overpressure (pressure above ambient), the dynamic
pressure (related to the air density and particle velocity be-
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Figure 2-18. Torque Bal ance Servo Conjuration (Ref. 5)

hind the shock wave), and the time variation of these pres-
sures interact with the target structure to cause damage. This
damage nechanismis called Mast. The relationship betuween
the magnitude of blast damage and the radial distance from
the burst point to the structural surface of the target depends
on the weight and type of the high-explosive charge, the am
bient atmospheric air density, and the design of the target
structure. The ability of blast effects to cause target damage
falls off sharply with increased range from the hurst so
sharply in fact that blast is not an effective damage mecha-
nismunless the mss distance is very smll or the high-explo-
sive charge is very large.

To increase the radius in which significant target damage
can be achieved, the explosive charge is enclosed in a metal
case. On detonation of the charge the case breaks into frag-
ments with high kinetic energy that carries them greater dis-
tances fromthe burst point. Fragments create damge hy
inmparting energy and momentumto the inpacted target
structure and internal components. The effectiveness of frag-
ments depends on their nass, velocity, material, and areal
density (number of fragments per unit area of arge surface).
Fragment velocity falls off rapidly with range fromthe burst
point, caused by aerodynamc drag (slowdown), and areal
density decreases with range benuse at greater distances the
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same number of fragments cover a larger area. Thus the
ranges at which fragnents are effective are also limted but
not as limted as the ranges for blast effects. If the warhead
energy is distributed isotropically (equal distribution of en-
ergy in all directions fromthe burst point), the radius of war-
head effectiveness is nuch less than it would be if the energy
vere focused. Because of their linmted range of effective-
ness, warheads with isotropic energy distributions are never
used Many different warhead concepts have been devel oped
to focus the available warhead energy into preferred direc-
tions at the expense of other directions.

Usual Iy warhead energy is directed into a relatively nar-
row spherical sector approximtely perpendicular to the nis-
ileaxis. Inastatic firing as in a warhead test arena across
section through the sector swept out by fragments appears as
fragment beans, illustrated by the static pattern in Fig. 2-
19(A). In an actual engagement the perpendicular velocity of
any given fragment caused by the warhead detonation is add-
ed vectorially to the velocity of the mssile at the tine of det-
onation, giving the velocity of the f ragmant relat ive o the
atnmosphere. The result is a sweeping forward of the frag-
ment beans. Subtracting the target velocity vector g|ves the
velocity of the fragment relative to the target as shown by the
dynamic pattern in Fig. 2- 19(B).
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2-2.4.1.1 Shaped Charge

(ne concept that dramatically focuses the warhead energy
is the shaped-charge warhead. This warhead is conposed of
many shaped charges directed radially outward fromthe cen-
terline of the mssile. Each shaped charge expels hyperveloc-
ity particles of a nmetallic liner into a very narrow,
concentrated beam The extremely high velocity of the frag-
ments adds another damage mechanism called the vaporific
effect, which resenbles the effect of an explosion occurring
inside the target structure. Inspection of structures damaged
by this mechani smshows aircraft skins peeled outward rath-
er than the inward deformation that would be typical of slow
er fragnents and external blast. In addition, between the
shaped-charge spokes are areas of enhanced external blast
effects, which reach to much greater ranges than blast effects
from isotropic warheads.

2-2.4.1.2 Continuous Rod

Continuous rod warheads are designed with a cylindrical
casing conposed of a double layer of steel rods. The rods are
wel ded in such a way that each end of a rod is connected to
an end of a neighboring rod. As the rods are blown out radi-
ally by the explosion, they hang together forming a continu-
ous circle. The objective of the continuous rod warhead is to
cut Tong slices of target skins and stringers and thus weaken
the structure to the point at which aerodynanic loads will de-
stroy it. Wen the continuous ring of rods reaches its maxi-
mum dianeter, it breaks up, and the lethality drops off
marked! y.

Continuous rod warheads are effective in tail chase en-
gagements in which they can slice halfway through the fuse-
lage of a small- to mediumsized target. Engagements from
the forward hemisphere are less effective hecause the rod
breaks up on inpact with the leading edge structure of the
Wi ng.

2-2.4.13 Fragment

Mst surface-to-air nissiles use blast-fragment warheads.
Al'though damage is caused prinarily by the fragments, a bo-
nus is obtained from coincident blast effects if the niss dis-
tance is smll enough.

The approxi mately cylindrical metal warhead casing is
fabricated by scoring or other means so that the explosion of
the charge breaks the casing into many discrete fragments of
uni form shape and size. These fragments fly out radially, ap-
proxi mtely perpendicular to the centerline of the missile,
and forma circular band of fragments that expands in diam
eter (Fig. 2-19).

Fragments are not very effective in causing target structur-
al damage except at close miss distances at which a high den-
sity of fragments can be applied. Fragnents are very
effective, however, against target conponents such as a pi-
lot, fuel cells, wiring, plunbing, electronic control equip-
ment, electronic armament equipnent, and engine peripheral
equiprent. Even though the fragments are focused into a rel-
atively narrow beam the expanding radius increases the area
containing fragments and reduces the nunber of fragments
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per unit area. Gven that the fragment beamintercepts a vul-
nerable conponent of the target, the probability of at |east
one fragment inpacting the conponent depends on the areal
density of fragments at the range of intercept.

In the design of a fragment warhead there is a tradeoff to
be nmade involving the size (weight) of individual fragnents.
[f the fragments are nade very small (2 g (30 grains)), the
fragment beamis conposed of thousands of fragments,
whi ch produces a high areal density. But small fragments
slow down in the air more quickly than huge fragnents, and
the nunber of target conponents that are vulnerable to
small, slowspeed fragnents is significantly less than for
larger, faster fragments. Different warhead designs cover the
spectrum from small fragments to large, rod-shaped frag-
ments weighing several hundred grains.

2-2.4.2 Fuze

The fuze is the device that initiates the signal to detonate
the warhead. Mst surface-to-air mssiles contain two fuz-
es—an inpact fuze that is triggered by inpact with the target
and a proximty fuze that is triggered by a close approach to
the target.

Focusing the warhead energy into a narrow beam increas-
es its radius of effectiveness (lethal radius), but it does so at
the cost of increased sensitivity to the timng of the detona-
tion. To he effective, a warhead nust be detonated at a tine
when its expanding fragment beamwill intercept a vul nera-
ble part of the target. In a typical nose-on engagenent the
time during which a detonation will result in fragnent im
pacts on the target is approximtely 12 ns. The fuze nust
sense the approach to the target and initiate the firing signal
so that detonation occurs within that period. Often the fuze
beamis swept forward at a greater angle than that of the an-
ticipated dynamc fragment beam allowing a short delay
time between fuze triggering and actual warhead detonation
as illustrated in Fig. 2-20. For a fixed Fuze beam angle the
optimum fuze delay varies considerably for different en-
gagement velocities and aspect angles because of the varia-
tion in the angle of the dynamc fragment beam Various
schemes have been devised to estimte closing velocity as a
basis for adaptively setting the fuze delay time (adapting to
the situation in real time), but to reduce costs and conplexi-
ty, often a delay time is selected that is a compromse among
all anticipated engagement conditions.

A nunber of different types of fuzes have been devel oped.
Barly radio proximty fuzes had poorly shaped fuze beams
that changed shape (in the wong direction) when the relative
velocity changed. Mdem fuzes have well-formed, narrow
fixed beans. They may be active, i.e., RF or laser energy is
transmitted and echoes from the target are received, or they
may be passive, i.e., sensing IR energy radiated fromthe tar-
get or exhaust plume. Sonetimes signals horn the seeker can
be used to armthe fuze. A new generation of fuzes is being
devel oped that takes advantage of onboard nicroprocessors
and imging seekers to determine the optinum fuze delay
time based on relative velocity, aspect angle, and target size.
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Fuzes usually are designed with some fixed maximm
range that corresponds approximtely to the lethal radius of
the warhead to prevent fuzing on terrain, foliage, or sea
waves in lowaltitude engagements. A mgjor consideration
in the design of modem fuzes is the reduction of the effec-
tiveness of potential counterneasures against them

2-2.4.3 Lethality

The lethality of a mssile systemis the ultinate neasure
of its effectiveness; however, reliable estimtes of kill prob-
ability are difficult to obtain. The most reliable means of es-
timting kill probability is to flight-test a missile with live
warheads against drone targets. Uncertainties arise even with
flight testing because high-confidence results require many
tests and testing is extrenely expensive. In addition, it is dif-
ficult to reproduce conbat conditions and environnents in a
control led test on a test range. Different aircraft have differ-
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Fuze and Warhead Relationships

ent vulnerabilities, and eneny aircraft are not available for
use as drone targets.

Static tests in warhead test arenas provide data on. warhead
patterns and energy distributions, and on the vulnerabilities
of various target conponents to the different damage nech-
ani sms; however, dynamc and high-altitude effects are dif-
ficult to obtain without flight testing. Fuze tests are
performed in the laboratory and in dynamc test arenas to
provide data on fuze performance, but the proximty to dis-
turbing factors such as the ground, target support structures,
and instrumentation introduces uncertainty into the results.
Arena testing alone cannot provide estimtes of the kill prob-
ability of a mssile system but arena test results do provide
valuable data on which to base conputer simulations of the
termnal engagement phase.

Termnal engagenent simulations are used in studies of
warhead and fuze design requirements, in studies of aircraft
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vulnerability, and to estimate the kill probability of a given
mssile design against a given target. Terminal engagenent
simlations typically contain very detailed data and calcula-
tions on warhead and fuze characteristics and on target com
ponents and their vulnerahilities. Kill probability sinu-
lations use the final outputs of nissile flyout simlations as
input data to establish relative positions, velocities, and atti-
tudes between the missile and target in the endgame (terni-
nal phase).

2-2.5 PROPULSI ON

A rocket motor is the usual source of missile propulsion.
Some of the early US Arny surface-to-air nissiles used lig-
uid propellants; there have been studies of and proposals for
using ramair-augnented solids in current nissiles. Some
foreign mssiles as well as ol der US Navy surface-to-air mis-
siles use ramjet motors. Al current US Arny surface-to-air
mssiles, however, use solid propellant rocket motors for
propul si on.

2-2.5.1 Mtor

Fig. 2-21 illustrates a typical solid propellant rocket mo-
tor. The solid propellant grain contains a fuel and an oxidiz-
er, which burn inside the conbustion chamber to create high-
-pressure, gaseous combustion products. The gas is exhausted
through a converging-diverging nozzle at supersonic speed.
If the increnental pressures acting on the inside and outside
surfaces of the conbustion chanber and nozzle are integrat-
ed (summed), the result is a net force acting along the axis of
the rocket notor. This force is called the thrust. A more con-
veni ent nethod of calculating and anal yzing rocket motor
thrust is based on the principle of conservation of nonen-
tum The nomentuminparted to the exhaust gases nmust be
equal and opposite indirection to the nonentuminparted to
the missile, the force that acts against the missile in one di-
rection and against the exhaust gas in the opposite direction
is equal tothe mass rate of flowmiltiplied by the velocity of
the gas (rate of change of nmomentunj relative to the vehicle.
The thrust is conposed of the force that results from monen-
tum change minus a pressure inbalance, which results from

Inhibitor

the fact that ambient atmospheric pressure cannot exert a
force on the missile in the region of the nozzle exit area. Both
views, (1) integration of pressures and (2) nomentum rate
plus atnmospheric pressure inbalance, predict the same val-
ues of thrust applied to the nissile. These considerations are
discussed further in Chapter 4.

The time history of the thrust of a solid propellant rocket
motor depends on the design of the propellant grain. If the
grain surface area that is exposed to combustion is large, the
rate of generating and exhausting gases is high, and the re-
sulting thrust is high. Conversely, a low thrust for a Ionger
duration can be obtained with a given propellant if the ex-
posed burning area is small. The size of the burning area de-
pends on the original shape of the propellant grain and on the
application of inhibitors to surfaces on which burning is to be
prevented. Inhibitors are conposed of materials that are es-
sentially inert or that burn very slowy.

Acylindrical solid grainwith all surfaces inhibited except
one end, as shown in Fig. 2-22(A), buns at a uniformrate.
At any given tine the burning surface is the cross-sectional
area of the cylinder. This provides a constant level of thrust
fromignition to burnout; however, the thrust level is |ow be-
cause of the relatively small burning area on the end of the
propellant grain. Agrain configuration that gives a higher
thrust level is a cylinder with a cylindrical port (hole) along
its axis and other surfaces inhibited as shown in Fig. 2-
22(B). The grain surface area in the port is larger and thus
gives a larger thrust. As the propellant surrounding the port
is consumed, the port dianeter grows and increases the burn-
ing area with time. As the burning area—and therefore also
the gas production rate and chanber pressure-increases,
the thrust increases with time. Arocket motor whose thrust
increases with time is said to have progressive burning char-
acteristics. A more neutral burning characteristic is obtained
when the cross section of the port is shaped like a star, as il-
lustrated in Fig. 2-22(Q). A solid cylindrical grain with no in-
hibited surfaces has regressive burning characteristics, i.e.,
the thrust level decreases with tine. Many different grain de-

signs have been developed in order to produce different
shpes of the thrust history curve.

Nozzie

Case

Propellant Grain

Port

Figure 2-21. Typical

Solid Propellant

Rocket Mot or
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Figure 2-22. Propellant Gain Configurations

2-2.5.1.1 Boost Qide

Some rocket notors are designed to provide their total im
pul se near the beginning of the flight. The motor burns out
and provides no more thrust, so the nissile glides on to the
target. A propul sion systemof this type is called a boost-
glide system A typical boost-glide thrust history and the cor-

responding mssile velocity history are shown in Fig. 2-
23(A).

2-2.5.1.5.2 Boost Sustain

When a small thrust is provided to continue after the main
hoost thrust has ended the propul sion systemis called a
boost-sustain system A typical boost-sustain thrust history
and the resulting nissile velocity history are shown in Fig. 2-
23(B). The drastic change in thrust levels from boost to sus-
tain can be acconplished in different ways. In a two-stage
propul sion systemthe nmissile contains two different rocket
motors, a hoost notor and a sustain motor, often nmounted in
tandem The boost motor is ignited first and the missileis ac-
celerated. Wen the hoost motor burns out it is separated
and drops away from the missile. The sustainer motor is then
ignited to maintain the nissile speed. Cther boost-sustain de-
signs use the sane rocket nozzle for hoth thrust phases, with
the change in thrust level hbeing accomplished by the grain
configuration and the arrangement of the combustion cham
ber.

2-2.5.1.3 Specific Inpul se
Specific inmpulse is one of the most inportant parameters
used to describe the performance of a rocket motor (Ref. 10).

It can be defined as the thrust that can be obtained per unit of
gas flowrate. For sinulation purposes an equivalent but
more useful definition is the anount of inpulse (integration
of thrust with respect to tine) that can be obtained with a unit
of mass of propellant. Specific inpulse is inportant to nis-
sile performance because performance is extremely sensitive
to missile weight, and the propellant contributes such a large
fraction of mssile weight. Wth a given nmissile configura-
tion a small increase in propellant specific inpulse can
mar kedly inprove missile performance. Conversely, a mis-
sile designed to deliver a given performance can be smaller
and lighter if a propellant with greater specific impulse is
used.

The published specific inpulse for a propellant is usually
given on the basis of an ideal nozzle and specified nozzle exit
pressure, grain tenperature, and chamber pressure Deliv-
ered specific impulse is the specific inpulse actually
achieved by a rocket motor under the conditions of the test,
and it may differ significantly fromthe standard published
value for the propellant.

Typical values of delivered, sea level specific impulse for
solid propellant motors vary from 1570 to 2350 Nes/kg, de-
pending on the conposition of the propellant and motor de-
sign. In a boost-sustain configuration using a single nozzle
for both thrust levels, the design is usually optinized for the
boost phase; thus the specific inmpulse for boost is often high-
er than for sustain.

2-21
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Figure 2-23. Typical Boost

2-2.5.1.4 Tenperature Effects

The burning rate and the total inpulse of a rocket motor
are affected "by the initial propellant grain temperature. Fig.
2-24 shows typical effects of grain temperature on thrust his-
tory. Variation of total impulse, i.e., the area under the thrust
history curve, is only about + 3% over the range of tenpera-
ture extremes hetween -57° and 76°C (Ref. 5). For a given
mssile firing, the grain tenperature is not always easy to de-
termne because it depends on the environnental conditions
surrounding the missile over several hours hefore firing.

2-2.5.2 Tube Launch Ejection

Mssiles that are shoulder fired must be designed to pre-
vent the rocket plune fromcausing injury to the firer. These
mssiles are ejected fromthe tube by using an ejection charge
that bums out within the tube. After exit froma tube, the
gjection charge casing drops away fromthe mssile, and if an
internal acceleration switch is closed—ndicating successful

-d@ide and Boost-Sustain Histories

gjection-the hoost motor is ignited at a safe distance from
the firer.

2-2.5.3 Propul sion Design and Operational Inpli-
cations

The selection of a particular propulsion system configqura-
tion for a newmissile systemis strongly influenced by the
design tradeoffs and operational requirements of the design.
For exanple, ejection system requirenents for shoul der-
fired mssiles are dictated by launch crew safety. Tradeoffs
among the advantages and disadvantages of hoost-glide and
hoost-sustain configurations involve interrelations among
mny factors. Boost-glide is the most straightforward and
simple propulsion system but the speed is either increasing
rapidly during hoost or decreasing rapidly during glide, and
speed changes (accel erations) make guidance more difficult.
Also, to achieve enough speed during hoost to carry the nis-
sile to along range during glide may require a peak speed so
high that aerodynanic heating of the radome or optical dome
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Figure 2-24. Effect of Temperature on Thrust History (Ref. 5)

could cause structural problenms or interfere with signal
transmssion. The guidance law used in the missile design
conbined with the shape of the thrust history determine the
flight path of the mssile relative to the target Undesirable
flight paths (resulting from certain thrust histories) can cause
loss of seeker lock because of gimbal angle constraints.

A decision to use boost-sustain propulsion requires further
decisions regarding how to mechanize it. Among the choices
are the use of two stages with stage separation after boost,
the use of two conbustion chambers with a single, nonopti-
num nozzle, or alteration of the nozzle conjuration be-
tween boost and sustain.

Many of these considerations relate to design sinplicity,
cost, and efficiency. Qther considerations apply to opera-
tional and performance factors such as man-portability,
launch crew safety, preventing falling boost stages from
striking friendly troops, maxinum mssile range, and guid-
ance accuracy.

2-2.6 Al RFRAMVE

The airframe consists of the structural and aerodynamic
components of a mssile. For purposes of mssile simlation,
the inportant features of the airfrane are its configuration,
wei ght and nonents of inertia.

2-2.6.1 Typical Configurations

A typical surface-to-air mssile airframe is a cylindrical
tube structure that houses all the missile subsystems and sup-
ports the control fins, stabilizing fins, and wings (if any). The
*e typically consists of sections, containing different
subsystens, attached end-to-end. The cylindrical frame may”
be an integral part of the section it houses. The method of
control influences the airframe configuration. Configura-
tions with canard control, tail control, and wing control are
discussed in subpar. 2-2.3. Airframe deflection, i.e.,
aeroelastic effect, is an inportant consideration in mssile
design but is beyond the scope of this handbook.
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The front end (nose) of the mssile is usually a radone or
optical donme to house the seeker. Radomes, housing RF
seekers, have pointed noses to mnimze drag under super-
soni ¢ flow conditions. Optical domes, housing optical seek-
ers, are usually hemspherical to avoid optical ray
diffraction, and the contribution to drag is acceptable be-
cause they can be made small. The rocket nozzle exit usually
forms the tail end of the airframe, and there are usually sta-
bilizing fins located near the tail to provide static stability.

2-2.6.2 Static Stability

Static stability of a mssile is defined as the inherent ten-
dency of the nissile to return to its trimmed (steady state) an-
gle of attack if it is displaced fromthis angle by an outside
force. Wthout static stability a small perturbation from the
trimed angle of attack would continue to increase in mag-
nitude and cause the missile to tumble. The aerodynanc
shape of the airframe of a mssile and the location of its cen-
ter of mass determine its static stability.

The resultant of all the aerodynamc pressures on the ms-
sile acts through a point called the center of pressure, the lo-
cation of which is deternined by the aerodynamc shape. A
measure of the static stability is the distance fromthe center
of mass to the center of pressure. The static margin is this
distance normalized by a reference dimension, which is of-
ten the mssile diameter (Ref. 11). Wen the center of nass
is located ahead of the center of pressure, the nissile is said
to be statically stable. Large stabilizing fins at the tail of the
mssile give a large static margin.

‘The static stability of the mssile opposes any angle of at-
tack; therefore, an aerodynamc moment produced by con-
trol fin deflection nust overcome the restoring noment
resulting fromthe static stability of the missile, The greater
the static stability, the greater the control noment required to
achieve a maneuver. Increasing the stability of a given con-
figuration will always reduce the amount of maneuverability
for given control surface deflections. It is inportant that stat-
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ic stability be maintained overall flight conditions, but small
static margins are desirable because they result in faster re-
sponse and greater angles of attack-and, therefore, greater
lateral accelerations-for given control fin deflections.

The magnitude of the static margin changes during missile
flight because pressure distributions over the nissile change
with Mach nunber, which shifts the center of pressure and
because the center of mass of the missile also shifts as pro-
pellant is burned. One of the challenges in nissile design is
to provide a static margin as small as possible and yet ensure
that the configuration will remain stable throughout nissile
flight.

Typically, the center of nass shifts forward as the propel-
lant buns. This increases the static margin and therefore de-
creases maneuverability in the later portions of the flight. In
contrast, the rotational inertia of the missile is reduced as the
propellant grain burns and thus permits faster response to
control commands.

In the interest of quick response, sone very high-perfor-
mance nissiles are designed to be statically unstable; autopi-
lot control is used to maintain stability. Current US Arny
surface-to-air nissiles are statically stable and have small
static margins.

2-3 GUI DANCE

Guidance is a generic termthat describes the hardware,
the functions, and the processes used to steer a missile to in-
tercept a target. Steering a nissile to a target is analogous to
steering any other vehicle, e.g., an autonobile. The driver vi-
sually senses the continuously changing position of the auto-
mobile relative to a target, e.g., the garage doorway. This
stream of visual information is passed to the driver's brain
where it is processed and used to generate control signals
that are transmtted to his arns and hands for positioning the
steering wheel. If the steering wheel is turned too nuch or
too little, the changing scene reveals the error, and revised
control signals are transmtted.

Continuing the analogy and for the noment restricting the
discussion to a nissile with a seeker, the eyes of the missile
are the seeker head its brain is the combination of the seeker

electronics processor and the autopilot, and its nerve system
(muscle control) and muscles are contained inits control sys-
tem (Ref. 2). Any such process in which the error is contin-
uously observed, i.e., measured, and corrections are made to
reduce the observed error is a closed loop process. In this ap-
plication the process is described by the guidance loop illus-
trated in Fig. 2-25.

Referring to Fig. 2-25, the sequence of events in quiding a
mssile begins when the seeker (intercept error sensor) sens-
es the scene and deternines the instantaneous intercept error,
The gui dance processor then determines the appropriate ma-
neuver command, based on the guidance law, to reduce the
error. The autopilot in turn deternmines the control that is
needed to achieve this command and transnits the control
signals to the control systemactuators to deflect the control
surfaces. The control surfaces aerodynanically change the
heading of the missile in a direction to reduce the ‘heading er-
ror. The loop is closed as the intercept error sensor deter-
mnes the new instantaneous intercept error.

The distinction among the various conponents of the
gui dance and control systemis often blurred by the very
close relationships and interactions among their functions.
For exanmple, in sonme nissiles the autopilot function-to
translate the steering error signal into a control command—
is handled entirely by the steering signal anplifier and the
valve that regulates the pressure on the fin actuators; is
no separate hox or conponent called “autopilot”.

As inall aspects of nissile design, there are tradeoffs and
conpronises to be made in selecting a guidance system
Some of the factors to be considered are

1. Larger sensors are generally more accurate, but
space and weight allowances onboard a missile are extrene-
ly limted.

2. Sensors operating at short range are nore accurate.
Therefore, a sensor on the mssile becomes nore accurate as
the missile approaches the target, but a sensor on the ground
becones |ess accurate as the missile flies farther away from
it,

3. Sensors are costly and those onboard the missile are
expended with every |aunch.

Target Missile
Position i
| ImtorooRt || Guidance | | Autopiot || Control | | aer- | o208
Sensor Processor System dynamics
A
Missile
Position

Figure 2-25. Quidance Loop
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4, Different sensors are subject to different types of
countermeasures. For exanple, active radars are subject to
detection and jamming, whereas passive optical seekers pro-
vide no detectable signal to the eneny but have their own
susceptibilities to countermeasures.

5. Some types of sensors penetrate adverse atmospher-
ic conditions better than others.

6. Certain RF sensors measure range accurately but
measure angular position of the target much less accurately.
Optical sensors measure angle accurately but do not measure
range at all.

As a result of tradeoffs among these and other consider-
ations, several different guidance schemes have been used
for surface-to-air nissiles. Some of the basic concepts are
described in the next subparagraph.

2.3.1 1%-R)UI DANCE | MPLEMENTATI ON ( Ref .

In the anal ogy given earlier the eyes of a nissile were rep-
resented by the seeker head, located at the front of the mis-
sile, and the guidance processing was done onhoard the
mssile. There are other possible configurations, however.
For example, a sensor could he located on the ground rather
than on the nmissile, and the guidance processor also could he
on the ground. In this case nissile steering commnds nust
be relayed horn the ground to the nissile.

The various configurations for inplementing surface-to-
air quidance systems are broadly grouped into two catego-
ries: those in which guidance processing is located on the
ground and those in which it is located on the nissile. When
gui dance information is relayed fromthe ground to the nis-
sile, it is called comand guidance. When the target tracker
and guidance processing are onboard the missile, it is called
horni ng gui dance. Some gui dance system configurations
have sensors hoth on the missile and on the ground. These
are more difficult to fit into an orderly grouping, but in gen-
eral, when flight path correction commands are transmitted
to the nissile fromthe ground, some type of command quid-
ance is inplied. Quidance inplementations using sensors
and processors on the ground and inplementations using on-
board guidance and tracking are described in the subpara-
graphs that follow

2-3.1.1 Gound Cuidance and Tracking

Long-range nissiles may require very large target-track-
ing sensors, too large to be carried onboard the missiles. Aso
very sophisticated high-speed conputations involved in
gui dance processing and countermeasures rejection have in
the past required computation equipnent that is too bulky
and heavy to be carried onboard the missiles. For these rea-
sons missile systems have been developed with sensors and
computers located on the ground. Another reason for
ground- based sensors and conputation, even for short-range
mssiles with relatively sinple guidance processors, is sim
ply to keep the expendable flight hardware as simple and Iow
in cost as possihle.
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Three forms of guidance inplenentation-command,
track-via-nissile, and command-to-|ine-of-sight--hat use
sensors and processors located on the ground are currently
being used by US Arny surface-to-air systens.

2-3.1.1.1 Conmand

Command gui dance receives its name fromthe fact that
gui dance commands are generated by a gui dance processor
that is not a part of the missile (Ref. 11). For a surface-to-air
system these commands usual |y are determined by a guid-
ance processor located at the missile launch point and trans-
mtted to the nissile. The measurenent systemconsists of a
target-track and a nissile-track radar located at the launch
point as shown in Fig. 2-26. Measured position data for the
target and missile are fed into a conputer also located on the
ground. The conputer calculates the guidance commands,
and they are transmitted to the mssile where they are carried
out by the autopilot and control systemof the missile.

(ne probl em associated with command guidance is that
measurenents made when the missile is in the critical termi-
nal phase of flight are the least accurate. (The mssile is at the
greatest distance from the sensor.) At typical engagenent
ranges of surface-to-air, command-gquided missiles, these
measurenents contain such large errors that large miss dis-
tances result. One nmethod used to overcone this difficulty is
to use a very large warhead that is effective even when it is
detonated at a large miss distance fromthe target. This of
comae requires that the mssile be very large in order to
transport the heavy warhead to the target.

Exanpl es of command gui ded vehicles are the early Sovi-
et surface-to-air nissiles (Ref. 7) and the US Arny Nike
Ajax, Nike Hercules, Sprint, and Spartan nissiles. No cur-
rent US Arny surface-to-air nissiles use this type of com
mand gui dance in the terninal phase. Command guidance,
however, is useful for the midcourse phase (defined in sub-
par.2-3.1.1.2) of long-range nissiles, prior to the initiation
of terminal guidance. In the nidcourse phase the range from
the nmissile to the target exceeds the capability of small on-
board sensors, and the demand for accuracy-in the nidcourse
phase is less severe.

2.3.1.1.2 Track via Mssile

Mre accurate guidance than command guidance is possi-
ble by placing a sensor on the missile so that as the missile
approaches the target, the error produced by the inherent an-
gular tracking inaccuracy i s dininished by the shortened
range fromthe nissile to the target. In addition, the position
of the target is directly neasured relative to the missile. This
elinmnates the error that would have heen produced by a
ground sensor that estimates hoth the missile position and
the target position and calculates the difference. If the nea-
surements nade by the onboard sensor are transnitted to a
gui dance processor on the ground, the systemis called a
track-via-nissile (TVM gquidance system This systemis il-
lustrated in Fig. 2-27. Since the onboard sensor must he rel-
atively small, it may not be able to track the target at long
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range during the early and midportions of the flight. In this nm dcourse command gui dance. Wen the range from the
case, a large ground-based sensor is used to measure target mssile to the target becomes short enough, the onboard sen-
and missile positions during the early and midportions of the sor locks onto the target, and the terminal guidance phase us-
flight when great accuracy is not required. This is called ing TVWM begins (Ref. 13).
Predicted Intercept Point
O—————— <z

Missile-Track and
Command Uplink

Figure 2-26. Command Qui dance
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Figure 2-27. Track-via-Mssile Guidance
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2-3.1.1.3 Conmand to Line of Sight

(ne way to inplement guidance with a single ground-
based sensor is to track the target and keep the missile within
the target-track beam Sight movement of the nmissile away
fromthe center of the beamis sensed by the ground-based
sensor, and correction conmands are transmitted to the nis-
siletobring it back to the center of the beam This is called
command-t o- | i ne-of -si ght guidance. In a different inple-
nentation that cannot be classified as command gui dance,
the rnissile itself senses its position within the beamand de-
velops its own guidance conmands. This is called beamrid-
er quidance and is discussed in subpar. 2-3.2.3.

2-3.1.1.4 Target Illumnators

Sonetimes ground-based target trackers are used in con-
junction with homing guidance. The purpose of the ground-
based tracker is sinply to illuninate the target with electro-
magnetic energy. The onboard seeker tracks the target by us-
ing energy that originated at the illuminator and is reflected
fromthe target. Thus the onboard system does not need to
generate and transmit energy, so the cost, weight, and com
plexity of a mssile are considerably reduced. Quidance im
plementations that use target illumnators are called
semactive systens and are discussed further in subpar. 2-
3122

2-3.1.2 Onboard Guidance and Tracking

To achieve truly small niss distances-permtting a min-
iml warhead and therefore a small mssile--requires that a
target tracker (seeker) be onboard the nissile. Wth the seek-
er onboard, sensor measurements become nore accurate at
the time accuracy is nost needed, i.e., during final approach
to the target.

Homing guidance usually inplies that the guidance pro-
cessing, as well as the seeker, is onboard the missile-al-
though TVM (subpar. 2-3.1.1.2) is a formof homing
guidance-wi th the guidance processing performed on the
ground.

Current applications of honing guidance usually neasure
only the angular rate of the line of sight fromthe missile to
the target. This is the only measurement necessary to support
a very powerful guidance law i.e., proportional navigation
(subpar. 2-3.2.4). inplenentation to measure the line-of-
sight rate is relatively easy. In optical seekers part of the
seeker head typically spins as a gyro. Atorque is required to
cause the seeker head to change its orientation in space to
track the target. The voltage required to produce this torque
is proportional to the angular rate of the line of sight to the
target. In RF seekers the usual practice is to mount small gy-
ros directly on the ginballed antenna platformto sense the
angular rate of the antenna as it is driven to track the line of
sight to the target. The outputs from these gyros are used as
a neasure of the line-of-sight angular rate.

Quidance employing onboard seekers can be inplenent-
ed as active, semactive, or passive systems. Each systemis
described in the subparagraphs that follow.
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2-3.1.2.1 Active

An active guidance system generates radiant power on-
board the nissile and transnits it in the direction of the target
(Ref. 11). Power reflected fromthe target is received and
tracked by the onboard system An active systemhas the po-
tential to nmeasure relative bearing and range fromthe missile
to the target angular rate of the line of sight to the target, and
the rate of range change (range rate) for use in deternining
guidance conmands. Some of these neasurements may not
be used in a given nissile design. A disadvantage of an ac-
tive systemis that the fright vehicle is burdened with the
weight and space required by the power generation system
Al'so emissions horn an active system may alert the target
that a mssile has been launched and give the target an oppor-
tunity to activate counterneasures.

2-3.1.2.2 Semactive

In a semactive guidance system the power used to illuni-
nate the target is generated on the ground (Ref. 11). The
ground-hased system not only nust acquire the target initial-
ly but also nust continue to track the target throughout the
engagement to provide power for the onboard seeker to
track. This is a disadvantage since it ties up ground-based re-
sources and prevents them from being applied to other tar-
gets and other nissile launches. Another disadvantage is
that, like the active system emssions froma semiactive sys-
temcan alert the target that a missile has been |aunched.

A semactive seeker has the potential to measure the bear-
ing of the target relative to the nissile and the angular rate of
the line of sight fromthe missile to the target but it has no
means of measuring range. |f the guidance inplenentation
has a rear-facing antenna on the missile to receive the direct
illuminating signal as a reference, it can neasure the Doppler
frequency, and range rate can be derived from the Doppler
frequency. The use of range rate can be inmportant-not so
mich to guide the nissile but to discrimnate the target from
clutter and countermeasures.

2-3.1.2.3 Passive

A passive guidance system transmits no-power (Ref. 3).
The power tracked by the onboard seeker is either generated
by the target itself (RF or IR), is reflected power generated
by a natural source (solar), or is background power blocked
by the target (U). Once a passive seeker is |ocked onto the
target and launched, there is no more need for support from
the ground-based |aunch system This gives rise to the con-
cept of “fire and forget”, which pernits the ground-hbased
systemto turn its attention to new targets and new |aunches.
Passive seekers have the potential to measure relative bear-
ing and the angular rate of the line of sight; they cannot, how
gver, neasure range or range rate.

2-3.2 QU DANCE LAWS

A guided missile engagenent is a highly dynanic process.
The conditions that determine how close the nissile comes
(o the target are continuously changing, sonetimes at a very
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high rate. A guidance sensor measures one or nore parane-
ters of the path of the mssile relative to the target. A logical
process is needed to determine the required flight path cor-
rections based on the sensor measurements. This |ogical pro-
cess is called a guidance law. The objective of a guidance
law is to cause the mssile to come as close as possible to the
target. Quidance laws usually can be expressed in mathemat -
ical terms and are inplemented through a conbination of
electrical circuits and mechanical control functions.

The two basic criteria on which guidance laws are hased
are that the guidance must (1) be effective under anticipated
conditions of use and(2) be able to be inplemented using the
particular sensor configuration selected. A nunber of differ-
ent schemes and their many variations have been used for
mssile guidance, chief among which are intercept point pre-
diction, pursuit, beamrider, proportional navigation, and
net hods based on modem control theory.

2-3.2.1 Intercept Point Prediction

Ideally, a missile could be quided sinply by projecting the
target position ahead by an amount corresponding to the time
of flight of the nissile and steering the mssile to that point.
Inreality this is not an easy task. First, the target is not likely
to cooperate by flying a predictable path. Second, the missile
time of flight cannot be predicted accurately. Even the future
velocity history of the mssile is uncertain it is affected by
unpredictable variations in notor thrust, atnpspheric drag
(which is caused partly by the very control conmands that
are to be determined), and the wind. Since predictions cannot
be made accurately, the engagement conditions must be as-
sessed continuously and the guidance commands updated
based on current information. The accuracy of guidance us-
ing intercept point prediction depends largely on the accura-
cy of sensor measurenents.

Intercept point prediction is applicable only when missile
and target positions and velocities are both available. Com
mand gui dance systems meet these requirenents.

2-3.2.2 Pursuit

e of the most obvious and primitive guidance laws is
pursuit guidance, in which the missile velocity vector is di-
rected toward the position of the target at any instant in tine
(Ref. 3). Pursuit quidance has been labeled “hound and hare”
gui dance because, presumably, it is the guidance law used by
a dog chasing a rabbit. Anyone who has observed such an en-
gagement however, can testify that even a dog knows that
leading the target i.e., anticipating its future position, im
proves the chances of intercept. A variation of pursuit guid-
ance that introduces the concept of leading the target is
deviated pursuit guidance. In this form of guidance, the an-
gle between the nissile velocity vector and the line of sight
to the target is held constant. Both the pursuit and deviated
pursuit guidance laws require a very high nissile turning rate
close to the time of intercept. Since there are physical limts
on the turning rate that can be achieved by a missile, the re-
sult is the missile misses the target. The magnitude of the
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mss can be small for slow targets or for near-tail-chase en-

gagenents, but in general, pursuit guidance is not effective
in the surface-lo-air role and is not used.

2-3.2.3 Beam Rider

If asurface-to-air mssile systemis being used to defend a
relatively smll area the intercept ranges can he short
enough that the accuracy froma ground-based sensor is ac-
ceptable, thus the cost and complexity of an onboard target
sensor are elimnated. The missile system can be simplified
further by elininating the ground-based missile tracker;
hovever, such elimination leaves only one way to keep track
of the missile and that is to keep it within the target-track
sensor beam As the nissile begins to nove away from the
beam this movement is sensed either by the ground sensor
or by antennas on the missile, and control commands are
provided to hold the missile in the beam (Ref. 11). This is
called beamrider guidance and is illustrated in Fig. 2-28. As
the target moves, the target-track beam follows it, and the
mssile flies up the beam Wth no tracking error and perfect
mssile maneuver response to the control conmands, the
mssile would eventually intercept the target. In reality, how
ever, the niss distance depends on how well these functions
are perforned.

A disadvantage of beamrider guidance is that, although
some target lead is inherent in the system not enough lead is
provided early in the flight, which results in an inefficient
flight path. In sone crossing geonetries, the case in which a
mssile crosses the target *this places a severe maneuver
requirement on the nissile near its terninal phase, which
may exceed the maneuvering capability of the missile.

A nunber of surface-to-air nissiles developed by the So-
viets and a few developed in Western Europe use sone form
of beamrider guidance. The only US Arny surface-to-air
mssile using an adaptation of heamrider guidance is RO
UND, which was devel oped in Europe.

2-3.2.4 Proportional Navigation

The gui dance schene that has proven to be extrenely ef-
fective is proportional navigation. In proportional navigation
the missile is steered so as to cause the angular rate of the
mssile flight path to be proportional to the angular rate of the
line of sight fromthe mssile to the target (Ref. 11). The pro-
portionality factor, called the navigation ratio, is usually set
hetween 3 and 5, i.e.. the turn rate of the mssile is three to
five times the angular rate of the line of sight. The result is
that the angular line-of-sight rate is driven tovard zero, and
the mssile is steered to a flight path in which the bearing an-
gle to the target tends to remain constant as shown in Fig. 2-
29. (ne hasic tenet of ship piloting is that “constant bearing
means collision". It can be shown that under the conditions
of constant target velocity and constant mssile velocity, pro-
portional navigation does indeed lead to an intercept. Fur-
thermore, the missile flight path that results from
proportional navigation guidance is efficient in the sense that
any launch-direction errors are steered out early in the flight
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and leave only minimal corrective maneuvers to be required portional navigation has the same effect as predicting an in-
near the termnal phase in which flight path corrections are tercept point and steering the missile to that point, bu
critical. For the stated conditions (constant velocities) pro- vithout the need to measure range or positions.
Target
D

AN

Lines of Sight

Figure 2-29. Proportional Navigation Quidance
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In actual engagenents neither the target velocity nor the
mssile velocity is constant; therefore, the basic prenise on
which proportional navigation is based is not valid. Propor-
tional navigation is so robust, however, that acceptable niss
di stances can he achieved even against targets that perform
relatively severe evasive maneuvers if the nissile response
tine is short enough and if the mssile is capable of sufficient
acceleration in a lateral maneuver. Any target or missile ac-
celerations in the early or mdportions of the flight are sensed
by the seeker as a change in Iine-of-sight direction. This
leads to steering commands that soon null the perturbations
produced by the accelerations. If the accelerations are con-
tinuous, such as during mssile boost or when the target is
performing a continuous turn, the steering commands cause
the nissile “fright path to change continuously to keep up
with the changing situation with only a small lag. The mag-
nitude of this lag conbined with the linits on the ability of a
mssile to maneuver deternmine the magnitude of the mss
di stance.

For proportional navigation to be used in its strictest
sense, a measure of nissile speed is required because the ac-
celeration of the maneuver necessary to produce the desired
flight path turn rate depends on mssile speed. Since the ef-
fectiveness of proportional navigation is relatively insensi-
tive to the navigation ratio, approxinations can be nade
without seriously affecting its usefulness as a guidance
prenise. For exanple, a small error in the estimtion of the
acceleration of the maneuver is equivalent to a smll change
in the navigation ratio. Since mssile speed is usually not
available, closing velocity (if available) or some other ap-
proximtion of mssile velocity can be used to determine the
acceleration of the required maneuver. In fact in practice an
acceptabl e approximtion to proportional navigationis sim
ply to neke the nagnitude of the fin deflection proportional
to the angular line-of-sight rate. The actual lateral accelera-
tion achieved-and thus the navigation ratio achieved--de-
pends on the mssile configuration, Mach number, and air
density. The ratio of achieved acceleration to angular line-
of-sight rate is called the system gain.

In the early part of the missile boost phase, the missile
speed is relatively low Proportional navigation guidance
does not anticipate that the speed will soon be much greater
but provides guidance commands based only on the current
seeker angular rate. This puts the nissile on a course with a
large lead angle consistent with the current speed. The Iead
angl e, however, is nuch too large as the nissile speed in-
creases and requires a flight path correction back to a smaller
lead angle. To prevent this unnecessary maneuvering, the
navigation ratio is sometimes intentionally shaped, i.e., its
megnitude is changed with time. A low value of navigation
ratio early in the flight slows down the mssile response to
early msleading gui dance commands, whereas a high ratio
as the mssile approaches the target pernmits fast response to
target evasive maneuvers.

Proportional navigation is particularly applicable to pas-

sive homing guidance inplenmentations because the Iine-of-
sight angular rate is the only necessary input. Some form of
proportional navigation (sonetimes with the addition of bi-
ases) is enployed in essentially all Army missiles that have
seekers. Because of its sinplicity and effectiveness, propor-
tional navigation is also sometimes used in mdcourse com
mnd gui dance. Future missile guidance processors will take
advantage of the greatly increased onboard computational
power to integrate modem control and optimzation tech-
ni ques.

2-3.2.5 Optiml Quidance

Aircraft and pilot support systems are being devel oped
with the capability to maneuver with very high lateral accel-
erations. Wth the development of these highly maneuver-
able targets, the usefulness of classical guidance |aws, such
as proportional navigation, is beconing marginal (Ref. 2). In
addition, countermeasures techniques are beconing increas-
ingly sophisticated in their ability to introduce noise and de-
ceptive data into the nissile guidance processor.
Consequent |y, there is a need to inmprove surface-to-air nis-
sile capability to meet these threats. Mssiles are being de-
signed presently with inproved capabilities that include
guidance laws that can deal more effectively with target eva-
sive maneuvers and noisy, deceptive guidance data. These
gui dance |aw inprovenments have been made possible by
several recent technological advancements.

Mbdern estimation and control theory provides the frame-
work for the developnent of guidance laws that are closer to
optinmum These nmodem advancenents in control theory
vere developed in the late 1950's and early 1960s. Mbdem
estimation and control theory is based on a time-domain ap-
preach that uses state variables to describe the condition of
the system being controlled and incorporates optiml estim-
tors such as the Kalman filter. In theory these nethods allow
“optimal" separation of the target signal from the noise hy
using a priori information about the missile and target dy-
nancs and noise covariances, Mssile and target states other
than line-of-sight rate can be estinated even when not mea-
sured, provided they are mathematically observable.

During the late 1960s and early 1970s, a few missile de-
signers exanined the possibility of applying these advanced
techniques in mssile guidance. They concluded that except
in the mst sinplistic and unrealistic cases, the mechaniza-
tion of such algorithns in real time onboard a small missile
was not feasible because the calculations involved proce-
dures that could not be accomplished efficiently with the
techniques that were then available.

Several things have changed since that time to nake im
plementation of guidance laws based on modem opti mal
control techniques possible (Ref. 2). New theories have ap-
peared, and old ones have been extended and refined. Sever-
al new numerical techniques for solving complex equations
have been developed. Finally, and nmost inportant, the m-
croconputer has been devel oped. These advances now make
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inplenmentation of inproved guidance laws practical, and fu-
ture generations of nissiles are expected to he able to ad-
dress the problemof noisy data, with some data being of
higher quality than others, and the problem of uncertainty in
factors such as future target maneuvers. Refs. 2 and 14 re-
view optiml estimation and control theory with applications
to optiml guidance.

2-4 LAUNCHER

A nissile is supported and quided by its launcher through
the first few centimeters of motion after motor ignition,
Man-portabl e nmissile launchers are in the formof tubes;
fixed and mobile launchers can be in the formof rails or
t ubes.

2-4.1 SOURCE OF I NITIAL CONDI TI ONS
The inportance of the launcher (any kind) to a nissile
flight simlationis that it establishes the initial conditions
fromwhich mssile flight calculations begin. The initial nms-
sile velocity simulated is in the direction in which the
launcher points and has a magnitude that represents the actu-
al missile speed when it leaves the constraints of the launch-
er. If the launcher is being slewed at the tine of launch, the
angular slewing rate is inparted to the nissile, and this is in-
cluded in the initial conditions of the missile sinulation. As
the mssile travels forward out of the tube or off the rail, the
front part of the missile becones unsupported first Gavity
begins to accelerate the mssile nose downward while the
rear of the missile is still supported and thus gives the missile
a small nose-down angular rate. This is called tip-off (Ref.
15) and is taken into account in flight sinulations with vary-

ing degrees of reality, depending on their inportance to the
objectives of the sinulation.

2-4.2 LAUNCHER PO NTI NG DI RECTI ON

The pointing direction of the launcher at the moment of
launch is established by some fire control rule or algorithm
Typically the nissile is launched in a direction ahead of the
target. The angle ahead of the target is called the lead angle.
If the target is at low altitude, the launcher may be positioned
at an elevation angle that is higher than the target to prevent
the missile fromstriking the ground. This is called super el-
evation. The fire control algorithms used to determne the
amount of |ead and super elevation are usually supplied by
the nissile manufacturer.
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CHAPTER 3
M SSI LE SI MULATI ON OVERVI EW

An overview of nmissile flight sinulation is given in this chapter. The four primary objectives of flight simila-
tions-establishing requirenents, designing and operating missiles, assessing mssile performance, and training—
are discussed. The essentials of sinulating nissile guidance and control and the motions of the missile and target
are described; a discussion of the role of coordinate systems is included. Appropriate levels of similation detail, to

match sinulation objectives, are discussed.

3-0 LI ST OF SYMBOLS

a = translational acceleration, m/s?
Cr = general acrodynamic force coefficient, dimen-

sionless
Cy = general acrodynamic moment coefficient, dimer
sionless
d = aerodynamic reference length of body, m
F = force acting on a particle or body, N
F, = aerodynamic force, N
I = moment of inertia of a body, kg-m?
M = moment acting on a body, N-m
M, = aerodynamic moment, N-m
My = Mach number, dimeasionless
m = mass of a particle or body, kg
Do = amospheric pressure, Pa
Q = dynamic pressure parametér, Pa
S = aerodynamic reference area, m?
V = magnitude of velocity of air relative to a body,
airspeed, m/s
p = atmospheric density, kg/m?
® = angular acceleration, rad/s?
3-1 | NTRODUCTI ON

A missile flight sinulation is a tool that inplenents nod-
els of the various missile components and their interfaces
with each other and the environnent. The sinulation pro-
vides a time sequence of the dynamic events describing the
operation and flight of the missile. Inputs to the sinulation
are parameters likely to change from one conputer run to the
next, i.e., fromone simlated nissile flight experinent to the
next. Exanples of inputs are the initial conditions at the tine
of mssile launch, target signature characteristics, and target
flight-path control paraneters. Qutputs typically are nissile
and target positions and attitudes and parameters that de-
scribe missile subsystems operation throughout the simulat-
ed flight.

[f the time required by a conputer to solve the mathemat-
ical equations and perform the logic functions to similate a
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mssile is different from the actual operating tine of the real
mssile, the simlation is said to be operating in nonreal tine.
Some applications require that the flight simulation be runin
real tine, i.e., that the timng of the sequence of events in the
similated flight be the same as that in the actual flight being
similated. The amount of conputer processing  time required
to evaluate the mathematical equations of the simulation
nodel depends on the computer used and on the characteris-
tics of the model itself, such as the time intervals established
in the nodel between conmputational steps.

There are many different uses for nissile flight simla-
tions, and different uses require different sinulation ap-
proaches. The levels of sophistication of mssile flight
similations vary greatly depending on the application. These
| evel s range from unsophisticated two-di mensional flyout
nodel s to very detailed six-degree-of-freedom nodels that
include hardware-in-the-hop and seeker scene simulations.
The applications and corresponding sinulation objectives
are discussed in par. 3-2, the essential ingredients that make
up a simlation are discussed in par. 3-3, and the level of de-
tail of these ingredients required to meet simulation objec-
tives is discussed in par. 3-4.

Flight similations provide a means of obtaining data that
are significantly nore detailed and conplete and that cover
a broader range of environments and scenarios than it is pos-
sible to obtain by using traditional system test methods and
at far less cost For a short-range mssile 3000 to 10,000 en-
gagements can be sinulated with the finds needed to fire
only one nissile on the range (Ref. 1). A sinulation operated
inacontrolled enission environment allows covert evalua-
tion of foreign systems and jammers as well as devel opnent
and test of sensitive programs that could not he perforned by
flight testing without risk of conpromise (Ref. 2).

It is extremely difficult and expensive to test critical per-
formance factors of modern airborne guidance systens in ac-
tual missile flight tests; consequently, inplementation of
extensive flight-test programs is essentially inpossible for
this purpose. Hgh-performance, nultiple targets, including
decoys, cannot be provided repeatedly to collect perfor-
mance statistics on gui dance system capabilities under con-
trolled and nmeasurable conditions (Ref. 3). Even if such
flight-test programs could be inplemented, the cost of
enough tests to be statistically significant would be prohibi-
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live. Mssile flight simlation provides a solution to this pre-
dicament. Simulation is a way to find answers to questions
about mssile performance that are impractical or inpossible
to find by direct experimentation or analytical solution (Ref.
4).

Early nissile similations were used to understand and
evaluate nissile systems from a purely technical standpoint.
Simulations are now perforned for hoth technical and man-
agerial reasons (Ref. 2). In acquiring complex weapon sys-
tens, the Department of Defense (DoD) establishes
conpressed schedules and key nilestones at which program
matic and technical decisions nust be made. Careful and me-
thodical procedures have been set up to evaluate each phase
of weapon systemacquisition and to ensure that a sound ba-
sis of technology is available (Ref. 5). Acquisition and oper-
ation of high-quality, affordable, and high-technol ogy
weapons require effective test and evaluation over the entire
life cycle of a weapon system (Ref. 6). Projects conpete for
funding, and poor performance is frequently used to tern-
nate projects. This places heavy enphasis on the success of
highly visible flight denonstrations. Flight-test success rates
of better than 95% have been achieved through careful prep-
aration and planning by using flight simulations to verify the
mssile design before flight test and to predict the results of
gach test (Ref. 5).

In this environment nissile flight sinulation has pros-
pered and is becoming an increasingly inportant and val u-
abl e source of reliable information that assists designers,
program managers, evaluators, and decision makers. Prepa-
ration of a hierarchy of flight similations to aid in various
phases throughout the life cycle of a missile systemis now
considered to be indispensable (Ref. 5).

3-2 M SSILE SI MULATI ON OBJECTI VES

The objectives of a given nissile flight simlation are ac-
tually the objectives of the intended users. As discussed in
Chapter 1, these objectives are to obtain know edge and un-
derstanding of various aspects of the performance of a mis-
sile for any of the many different purposes encountered in
the analysis, devel opnent, procurement, and operation of
mssile systems. Tese purposes are anplified and placed in
perspective in subpar. 3-2.1, and the specific uses for sim-
lations addressed in this handbook are discussed in subpar.
3-2.2.

3-2.1 M SSI E SI MULATI ON PERSPECTI VE

Tere are four basic applications of nmissile flight similat-
ions: (1) to establish missile performance requirenments, (2)
to design and optimize missile systems, (3) to assess mssile
system performance, and (4) to teach users the correct use of
the mssile in battlefield situations. These four applications,
in the order in which they are listed, generally reflect the life
cycle of a missile system although there may be overlaps.
The level of sophistication of a sinulation varies widely de-

pending on which application is the objective of the simila-
tion,

3-2

3-2.1.1 Establishing Requirements

The evolution of weapons technology is accelerating.
Even before a weapon designed with current technology has
been fielded, the development of countermeasures against it
has begun. Counter-counterneasures are devel oped during
weapon i nprovement prograns, and the cycle repeats itself.
There are continuous efforts by the DoD, the military ser-
vices, and their contractors to integrate these devel opnents
into tactical operational planning and to establish requir-
enents for future weapon systens, for inmprovements in cur-
rent weapon systems, and for inprovenents in the
enployment and tactics of operational systems. Not only are
technical requirements established, but determnations are
made of the nunber of each type of weapon that will be
needed in the national arsenal. All of these requirements are
devel oped through many kinds of studies and analyses. Qp-
erations analysis techniques and models are an inportant
contribution to decisions on weapon Systems requirenents.
These model s cover the spectrum from one-on-one engage-
ments between a weapon and a target to many-on-nany en-
gagements between a multitude of weapons of different
kinds agai nst a multitude of targets of different kinds.

Large war ganme nodels, e.g., operations models and canp-
aign models, provide an understanding of the interactions
of a mx of weapon systems and conmand-and-control sys-
tens in combat environnents. In the operation of these mod-
els the overall result is often the battle being won by one side
or the other, but what is nore inportant is that the particulars
of the battle are made visible so that the factors that drive the
outcone can be evaluated. Some of these factors are the
quantities and locations of fire units and command-and-con-
trol units, target search and detection System characteristics,
weapons launch doctrines, fire unit reaction times, number
of missiles per fire unit, reload times, kill assessment tinmes,
def ended area coverage, missile flyout times, counter-coun-
termeasure capabilities, and kill probabilities. Many of these
factors are affected by the performance capabilities of the
mssile flight vehicles. These large canpaign nodels are run
iteratively with variations in the inputs to find gaps or defi-
ciencies in tactics and in weapon system capabilities and to
test alternative solutions. The consequence is a better under-
standing of the inprovenents needed in existing systens
and of the requirements for new systens.

These large war gane nodel s rely on missile flight simu-
lations for data on the performance capabilities of the vari-
ous nissiles under the conditions and in the environments
being analyzed. Sometines nissile flight sinulations are in-
cluded within the war game nodels, but more often the flight
similations are run independently to build up a database,
such as defended area diagrams and kill probabilities, for use
as inputs to the war gane models. In these requirenments the
overall nissile size, configuration, and performance charac-
teristics are key factors, and nodeling should be designed to
highlight thembut not to obscure themwith unnecessary de-
tail. The level of detail needed in missile flight simulations
to be used to establish requirements varies depending on the
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min interest underlying the applications of the simulations.
For exanple, if the enphasis is on defended area coverage,
relatively sinple flight similations are adequate; however, if
the reaction of the missile seeker to specific counterneasures
techniques is enphasized, nore detailed seeker sinulations
my be required, even to the inclusion of actual seeker hard-
ware. Since war game nodels account for nultiple, simula-
neous engagenents and are run repeatedly with variations in
input parameters, a large amount of conputer processing
time can be required. To reduce conputer time, nissile flight
similations that are enbedded in war game nodels are usu-
ally highly sinplified. Flight simlations that are run off-line
to produce aggregated data for input to warfare nodels, how
ever, generally take on whatever degree of sophistication is
regired to meet the objectives.

3-2.12 Designing and Optimsing Mssiles

The objectives of missile similations to be used in the de-
sign and devel opment of missile systems can be categorized
as optimzing the Performance of a prelinminary design, test-
ing new approaches to the solution of design problenms, fore-
casting flight-test results, and studying flight-test anomalies.
The nodels are constructed in a way that allows attributes of
subsystems that interact and Meet overall system perfor-
mnce to be varied for parametric studies. Simlations often
account for the random nature of the various performance
paraneters so that statistical information can be gathered.

Experience in nissile system devel opment has shown that
each new system has unique characteristics that place differ-
ent requirements on simlations. In the devel opnent of a
new system the hest use of sinulation resources is made
when sinulation capabilities evolve in conjunction with the
devel opment process of the nissile system The simulation
realismnecessary to predict flight-test results cannot be
achieved instantaneously, nor are the requirenents for sinmu-
lation realismthe same throughout the life cycle of the mis-
sile system During the early devel opnent stages-when
concept formulation, proof of concept and source selection
are dominant issues-relatively sinple simulations are often
appropriate. During full-scale developnent and initial pro-
curement when system performance under adverse conbat
conditions nmust be denonstrated, much nore conplex sim
ulated environnents and missile response characteristics are
needed (Ref. 2).

The general progression of the hierarchy of nmissile flight
similations usually starts in the initial phase of nissile de-
velopment with sinplified, linearized models based on esti-
mated aerodynanmic parameters. The simulations are used as
a guide by the system analyst to assist in assessing mechani-
zation tradeoffs and missile configuration designs, selecting
optimm types of equipment and investigating the outer
bounds or linits of performance capability. Fromthere, the
model i ng evol ves into nonlinear, Six-degree-of-freedom dig-
ital sinulations based on aerodynanic data obtained from
wind tunnel tests. Designers need these more conplex, de-
tailed sinmilations on which to hase their section of appro-
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priate guidance laws, control logic, and autopilot designs; to
establish equipnent specifications; and to evaluate system
and subsystem performance (Ref. 7). Conpetitive selection
issues are resolved in a comon test bed-the simulation.
After the decision has been made to proceed with a given
mssile design, a hardware-in-the-loop sinulation is devel-
oped (Ref. 8). The nissile hardware conponents commonly
used in sinulations are the autopilot, terminal guidance
seeker, and controls. Finally, the six-degree-of-freedom sim
ulation may be developed more fully to analyze the effec-
tiveness of the fuze and warhead and to predict the
probability of killing targets.

(e of the inportant objectives of mssile flight tests is to
validate the similation nodel. During flight testing, mea-
sured data are obtained for missile conponent performance
variables under the influence of the actual flight environ-
ment actual aerodynamic characteristics, and random sys-
temerrors. The sinulation output data are conpared with
flight-test measurenents, and nodel aerodynamic coeffi-
cients and other parameters are adjusted as necessary to
mtch flight-test results. In the validation process postflight
simlation runs are made to duplicate the conditions of the
actual mssile test flights as closely as possible, to include
using the best estimtes of actual systemerrors evident dur-
ing testing and of measured environnental data. The model
is fully validated when the output of the simulation is in rea-
sonabl e agreement with the observed flight-test data over the
entire range of operating conditions (Ref. 8).

3-2.1.3 Assessing Mssile Performance

The ability of simulations to predict flight performance
accurately not only enhances future flight successes but also
pernits exhaustive investigation of nissile performance un-
der extreme tactical conditions with a high degree of confi-
dence in the results (Ref. 8). Using sinulations to reduce the
nunber of flight tests significantly reduces overall missile
system devel opment time and cost Preflight sinulations are
used to select only the nost inportant engagement scenarios
for use in flight tests. During these preflight studies, system
deficiencies are frequently exposed and renedied before
flight tests. Postflight simulations are used to exploit flight-
test data to their full potential. Development tine is reduced
by providing extensive experinentation by using sinula-
tions rather than many costly and tinme-consuning flight
tests. Major decisions, such as whether or not a missile sys-
temis ready to be advanced from one acquisition phase to the
next are hased largely on simulation results. Both Govern-
ment and contractor manpower is saved as a result of the im
proved efficiency realized by elinnating false starts,
exposing deficiencies early, and correctly resolving complex
technol ogical issues (Ref. 2).

Mssile similations used to assess nissile performance in
lieu of multitudes of flight tests are often extremely detailed
and sophisticated; thus they provide the ultimte tool-short
of flight testing itself (Ref. 7).

Al'though considerable confidence can be placed in a ma-
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ture and validated flight simulation, complete confidence
shoul d never be placed in a sinulation. No matter how de-
tailed the simlation, the possibility always remins that the
actual nissile flight environment contains sone phenonen-
a-phenonena that have not been considered in the design
of the simulation and that have not been encountered in lim
ited flight testing—which cause the actual flight to differ sig-
nificantly from the simulated flight. Therefore, when
similation is used as a management tool in lieu of flight test-
ing, the risk of erroneously judging the adequacy of the mis-
sile must be weighed against the cost of additional flight
testing.

3-2.1.4 Training

Simulation plays an inportant role in many aspects of
mdemmlitary training. On conbat training ranges com
puter similations of nissile flight provide realistic practice
and assessment of crew performance without the expendi-
ture of actual missile hardware. Thus large nunbers of train-
ing exercises can be perforned at a small fraction of the cost
of live firings. Training in an operational environment in-
vol ves simultaneous engagements of multiple airborne tar-
gets, including countermeasures, by multiple surface-to-air
fire units and attendant command-and-control functions. In
this environment a mjor cause of unsuccessful guided nis-
sile engagenents is launching of the missile at a nonent
when the conbination of target position and velocity param
eters is not within acceptable launch knits. Wen a launch
crew actuates the firing switch in atraining exercise with
similated missiles, the launch parameters are provided to the
conputer simlation. Actual target position is measured by
test range instrumentation and is input to the simulation in
near-real time. The conputer calculates the mssile flight
that woul d have resulted had an actual missile been fired.
The sinulation provides the training instructor with inform-
tion on the predicted outcome of the engagement as well as
on the causes of unsuccessful engagements.

In developing a missile flight simulation for training pur-
poses, the mssile involved normally will be one that has
been fully developed and has performance characteristics
that are well known through previous, more detailed simlat-
ing and testing. For this reason the detailed performances
and interrelationships amng nissile subsystens are of |ow
inportance in simulations for training, therefore, many
shortcuts and methods to aggregate the sinulation details are
applied to enable the sinulation to operate in realtime. Real-
time execution is necessary when troops undergoing training
are stimlated with battlefield events that require launch de-
cisions in real time.

3-2.2 OBJECTIVES OF SI MULATIONS AD-
DRESSED IN TH S HANDBOOK
The US Arny uses missile flight simlations to establish
requirements for mssile systems and to develop, procure,
and operate those systems. These applications require esti-
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mtes of nissile flight performance in one form or another,
and the primry sources of those estimtes—short of actual
flight testing-are mssile flight simulations.

Among the US Arny's objectives in using mssile flight
similations are to (1) predict nissile performnce for pro-
posed or conceptual missile system designs, (2) plan flight
tests and analyze flight-test results, (3) aid in acceptance test-
ing of missile system designs, (4) deternine mssile perfor-
mance to augment flight testing, (5) evaluate mssile
performance against countermeasures, and (6) develop new
countermeasures that Arny aircraft could use against sur-
face-to-air threats. These objectives are included in the over-
all objective of assessing missile performance. The
simlation methods described are intended to apply to spe-
cific Army requirements, but because of the general nature
of the methods, they could apply to other objectives as well.

3-3 ESSENTI ALS OF M SSI LE SI MULA-
TI ONS

Forces applied to a nmissile cause translational and rota-
tional accelerations, velocities, and displacenents. In a sur-
face-to-air quided missile these forces include aerodynanic
forces that are controlled in order to direct the mssile flight
path toward an intercept with a target. If the missile is stable,
the result is a smooth, predictable trajectory through the at-
nosphere. The motion of a missile along its flight pathis
predicted ina flight sinulation by application of the laws of
physics in a mathematical model of the missile and the envi-
ronnent. The nodel nust simulate the guidance and control
and account for all of the forces and inertial characteristics of
the mssile in order to calculate its motion. A similation uses
various coordinate systems, each of which is defined to facil-
itate simlation of different mssile functions.

3-3.1 SIMIULATING M SSI LE GUI DANCE
AND CONTROL

The guidance routines in a flight simlation contain al go-
rithms that model the guidance functions; these include
tracking the target and application of the guidance law. The
gui dance routines calculate a mssile maneuver command (a
gui dance conmand) in response to the relative nissile and
target notion as perceived by the target tracker. The maneu-
ver command is passed into the autopilot routine, there a
mat hematical nodel of the autopilot (or autopilot hardware)
transforms the guidance command into control conmands,
whi ch are passed to the control systemroutine. The control
system nodel cal cul ates control surface deflections in re-
sponse to these commands, and the aerodynamic sinulation
mdel cal cul ates the aerodynamic forces and noments on
the airfrane, which result from the surface deflections. The
aerodynami ¢ noments are input to an airframe response
model that calculates the achieved angle of attack. The angle
of attack produces aerodynamc lift forces that cause the
mssile flight path to change.
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3-3.1.1 Guidance

The nodel of the target tracker requires target signature
data and characteristics of other sources in the target scene,
such as background, decoys, and jamers. The target signa-
ture, at the aspect angle defined by the line of sight fromthe
mssile, is obtained frominput tables or algorithms. The line-
of-sight vector, its angular rate, and other characteristics of
the target scene are processed by the model of the target
tracker or by a hardware tracker viewing a sinulated scene
to determine the instantaneous pointing direction of the tar-
get tracker. The target track data are applied to the guidance
l'aw contained in the guidance processor model to deternine
the guidance conmands.

3-3.1.2 Autopilot and Control

If detailed autopilot and control system interactions with
other mssile functions are critical to the purpose of the simu-
lation, it maybe necessary to develop high-fidelity simla-
tion subroutines for these subsystems or to substitute actual
hardware in place of simulating them in applications in
which the detailed responses of these subsystens are not
critical or the response characteristics are known, they are
similated by appropriate transfer functions with gains and
time constants selected to match a priori data. The outputs of
the control systemnodel (or transfer function) are the fin de-
flections. In less conplex simlations in which fin deflect-
ions are not calculated, the function of the autopilot and
control systemnodels is to transformthe guidance com
mnd directly into a conmanded angle of attack. The auto-
pilot and control system nodels allow an appropriate
similated tinme delay hetween the guidance command and
the airframe response and apply linits as appropriate on fin
deflection angles or on angle of attack and/or lateral mneu-
ver accel eration.

3-3.2 SIMILATING M SSI LE AND TARGET
MOTI ON

Conputer nodel s that simulate the notion of nissiles and
those that simulate the notion of airplanes are based on the
same physical principles: application of propul sive, aerody-
nanic, and gravitational forces and the responses of the re-
spective airframes to those forces. In general, however,
mssile flight similations are nuch more concerned with the
details of the missile flight than with the motion of the target
aircraft. Inmost nissile flight simulations, the motion of the
target is precalculated and its time sequence is input as a ta-
ble; or very general algorithms (e.g., straight lines, circular
arcs, and sinusoids; or sinplified responses to maneuver
commands) are enployed to calculate the target flight path.
Therefore, although the discussion that follows is equally ap-
plicable to the similation of missiles and aircraft, the enpha-
sis is onmssiles.

A mathematical nodel of the motions of the nissile and
target is based on Newon's second law. At each instant of
time aforce acting on arigid body (mssile or target) results
in an instantaneous acceleration of the center of the mass of
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the body. The acceleration is directly proportional to the
force; the proportionality constant is the reciprocal of the
mass of the body. If the force vector passes through the cen-
ter of mass of the body, a pure translation results. If the force
vector does not pass through the center of mass, a conbina-
tion of transition and rotation results. The instantaneous ro-
tational acceleration of the hody is proportional to the
monent of the force acting about an axis through the center
of mss. In this case the proportionality constant is the recip-
rocal of the moment of inertia of the hody about that axis.
These concepts are expressed nathematically as the faniliar
guations
F = ma,N (3-1)
and
M = 10,Nm (3-2)
where
F = force acting on a particular body, N
m = mass of a particle or body, kg
a = translational acceleration, m/s?
M = moment acting on a body, N-m
I = moment of inertia of a body, kg-m?
@ = angular acceleration, rad/s?.

Specific requirenents of the laws in the form shown are that
the mass be constant and that the accelerations be cal cul ated
with respect to an absolute reference frame fixed in inertial
space, i.e., a reference frame rigidly associated with the fixed
stars (those heavenly hodies that do not show any apprecia-
ble change indii relative position fromcentury to century)
(Ref. 9). It is often convenient to use reference franes that
move relative to inertial space; in which case it is necessary
to modify the equations to account for the notion of the ref-
erence frame. These nodifications and the nethod of han-
dling the variable mass of the nissile are presented in
Chapter 4.

Three hasic types of forces act on a missile and are includ-
ed in alnost all flight simulations-the forces of gravity,
propul sion, and aerodynamics. In addition, the gyroscopic
monents of internal rotors (or the rotating airframe itself)
are sometines included in similations; these are discussed in
Chapter 4.

3-3.2.1 Gavitational Force

According to Newton's law of gravitation, every particle
inthe universe attracts every other particle with a force that
varies directly as the product of the two masses and inversely
as the square of the distance between them This gravitation-
al mass attraction is directed along the line connecting the
masses. For systems of particles, such as a missile and the
earth, the resultant gravitational mmss attraction is the vector
sum of the forces on individual particles. Although the non-
spherical mass distribution of the earth affects the magnitude
and direction of the resultant attractive force on bodies such
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as nmissiles, the nonspherical conponents are usually small
enough to be neglected in surface-to-air nissile applications.
For missiles that operate at altitudes hetween sea level and
30,000 m the change in the radial distance affects the grav-
itational mass attraction by less than 1% however, the cor-
rection for changes in altitude is so sinple that it is usually
applied in flight sinulations.

The force of gravity observed in a rotating earth reference
frame is the vector sumof the force due to gravitational mass
attraction force and a “pseudoforce” called centrifugal force
(Refs, 10 and 11). Centrifugal force on a body in a rotating
frame is called a pseudoforce because it does not exist under
Newton's law in a nonrotating inertial tie of reference.
Since there is no centrifugal force at the poles, the observed
gravitational force is equal to the gravitational nass attrac-
tion force, and it decreases at |ower latitudes to a minimm
at the equator. This variation of the observed gravitational
force with latitude has only small significance in nissile
flight sinulation because the maxinum variation is only
about Q5% If the simulation is to mtch actual flight-test re-
sults, however, the effect of centrifugal force at the latitude
of the test range is usually considered.

Since the effects of earth curvature, angular rate, and di-
rection of the gravity vector have an insignificant inpact on
the dynanics of the nissile during its relatively short flight,
it is possible to assune a Cartesian coordinate system fixed
to the surface of a nonrotating earth. Usually (as defined in
subpar. 3-3.3) the x- and y-axes of this earth coordinate sys-
tem define a plane tangent to the earth at the simlated
l'aunch point. Assunptions about the gravitational vector in
this coordinate systemallow sinplifications to be nade in
the equations of motion. The direction of the gravitational
force vector is assumed to be perpendicular to the plane tan-
gent to the surface of the earth. All gravity vectors are as-
sumed to be parallel rather than to converge toward the
center of the earth and the magnitude of the gravity vector
contains the centrifugal correction.

3-3.2.2 Propul sive Force

The force of propul sion (thrust) applied to the missile usu-
ally is supplied by a rocket motor. The resulting thrust vector
usually is designed to pass through the center of mass of the
mssile so as not to contribute unwanted rotational monents.
Provisions are made in some sinulations to study the effects
of small thrust misalignnent errors (Ref. 7). In simlating
mssiles that use thrust-vector control, the direction of the
thrust vector is responsive to missile control commands.

For applications that use solid propellant rocket notors,
the mgnitude of the missile thrust is independent of all pa-
raneters that change during the flight except time and atno-
spheric pressure. Thus the magnitude of the thrust is supplied
to the similation born a table of thrust as a function of tine
at a specified reference pressure. At each tine advancenent
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within the simlation, the appropriate value of thrust is se-
lected fromthe table, Interpolation is used when the simlat-
ed tine falls between the tines tabulated. As the sinulated
mssile changes altitude and, therefore, anbient atnospheric
pressure, the magnitude of the thrust is corrected by an al go-
rithmin the simulation that accounts for the difference be-
tueen the reference pressure and the pressure at the current
altitude. If the effects of rocket propellant grain temperature
on thrust are simulated, they are usually included in the
thrust table and require no special algorithns within the sim
ul ation.

For mssiles that use other types of propul sion, sinulation
of the thrust maybe more complicated. For exanple, the ef-
fects of missile speed and anhbient atmospheric air condi-
tions nust be included in the simlation of the thrust of ram
jets or air-augmented rockets.

3-3.2.3 Aerodynam ¢ Force

The magnitudes of aerodynanic forces and moments on a
mssile of given configuration are a function of the Mach
nunber at which the missile travels and the anbient atmos-
pheric pressure or, equivalently, speed and atmospheric
density. The methods of dimensional analysis (Refs. 12 and
13) show that the aerodynanic forces F,and noments MA

are functionally related to these paraneters as expressed by

Fy = QCeS,N (3-3)
M, = 0CySd, N'm (34)
wher e
CF = general aerodynamic force coefficient, dimen-
sionless
Cp = general acrodynamic moment coefficient, di-
mensionless

d = aerodynamic reference length of body, m
F, = aerodynamic force, N
M, = aerodynamic moment, N-m

Q = dynamic pressure parameter, Pa.

The force and moment coefficients Gand G, respectively,
are functions of Mach number Mand vehicle configura-

tion, which includes any control-surface deflections. The dy-
namc pressure parameter Qis defined as

Q = 0.7p,My> Pa (3-5)
or the equivalent form
Q = 0.5p V2, pa* (3-6)
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where
My = Mach number, dimensionless
p, = atmospheric pressure, Pa
V = magnitude of velocity of air relative to a body,
airspeed, m/s
p = atmospheric density, kg/m>.
These equations are evaluated within the simulation at
each conputational tine step. The term CS represents the

aerodynami ¢ force per unit of dynamic pressure, and CSd

represents the aerodynamic moment per unit of dynanic
pressure paraneter. Reference area S and reference length d
are related to missile size; they are constants for any given
mssile. Aconplete statement of an aerodynamic coefficient
for use as data includes the value of the coefficient plus the
reference area and reference length, where applicable, on
which the coefficient is based. For surface-to-air mssiles the
reference area is usually the cross-sectional area of the mis-
sile body, and the reference length is usually the dianeter of
the missile body, however, any other representative area-
planform area, wing area, surface area-or Iength-body
length or wing mean aerodynamic chord-may be used. The
reference area on which aerodynanic force coefficient data
are based nust always be specified; otherwise, the data are
inconpl ete and unusabl e. Likewi se, the reference length, in
addition to the reference area, for any aerodynan ¢ noment
coefficient data must be specified. Care must be taken to en-
sure that the reference area and reference length used in the
similation are consistent with those on which the aerody-
nam ¢ data are hased. The dependence of the aerodynanic
forces and noments on the aerodynanic shape of the missile
is described by the coefficients Cand C,A subsonic

speeds the coefficients are relatively constant with Mach
number, but at transonic and supersonic speeds they are
strongly influenced by Mach nunber. These coefficients are
estimated or derived fromwind tunnel or flight tests and are
supplied to the simlation in the formof tables as functions
of Mach number and control-surface deflection. The mo-
ment coefficient C,also depends on the location of the cen-
ter of mss of the nissile, and this dependency nust be taken
into amount in the simulation.

Aerodynani ¢ coefficients also depend on the Reynolds
nunber, which represents the ratio of inertial forces to vis-
cous forces in the fluid flow under consideration. This de-
pendency is relatively weak within the range of Reynolds
nunbers experienced by nost surface-to+tir missiles and can
sometimes be neglected. However, since the Reynolds num

*It is comon usage, almost universal, to call Qthe

ber varies with altitude, as well as with missile speed and
size for similations of missiles that reach high altitude, it
my be necessary to supply tables of aerodynamic coeffi-
cients also as functions of altitude.

3-3.2.4 Airframe Response

Anissile or an airplane, considered a rigid body in space,
is a dynamic systemin six degrees of freedom Its notion in
space is defined by six conponents of velocity, i.e., three
translational and three rotational. Sinplifications are sone-
times made in missile flight simlations by approxinating—
or neglecting altogether-the degree of freedom that repre-
sents missile roll; this results in a five-degree-of-freedown
model. Sinulations that are further sinplified by approxi-
mting all three rotational degrees of freedombut that retain
the three translational degrees of freedom are three-degree-
of - freedom model s.

Insinlations with five or six degrees of freedom the fins
are deflected at each conputational time step in response to
commands from the autopilot. Aerodynamic moments are
cal culated on the basis of the fin deflections, and solution of
the rotational equations of notion yields the missile angle of
attack.

In simlations with three degrees of freedom the differ-
ence born six-degree-of -freedom nodel s is that the simlat-
ed mssile directly assumes an angle of attack corresponding
to the lateral acceleration commanded by the guidance nod-
el. The calculations of fin deflections and aerodynanic no-
ments are bypassed thus the transient behavior of the missile
in developing an angle of attack does not Meet all the de-
tailed nonlinear response characteristics that can be included
when aerodynami ¢ noments are cal cul ated by using tabul ar
aerodynami ¢ nonent data. For many applications in which
mssile transient response characteristics are known or can
be assumed, sufficient simulation fidelity is obtained by em
ploying a transfer function in place of a detailed simlation
of the aerodynanic response. The conmanded angle of at-
tack is the input to the transfer function, and the achieved an-
gle of attack is the output. For exanple, employing a transfer
function that corresponds to a second-order dynamc system
pernits adjusting the time required for the simlated missile
to respond to commands and the ampunt the achieved angle
of attack overshoots the commanded angle of attack. (These
paraneters are inportant to nissile niss distance.) By ad-
justing these parameters, the nissile response characteristics
are calibrated to mtch flight-test data or the results of nore
sophi sticated simulations.

"dynani ¢ pressure". This usage is strictly correct only in the subsonic flow region. In

the transonic and supersonic flow regions, the actual measurable dynamic pressure is equal to the dynamic pressure parameter multiplied
by a conmpressibility factor however, the parameter is commonly referred to as dynanic pressure.
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3-3.3 ROLE OF COORDI NATE SYSTEMs

Many of the factors used in mathematical analyses of nis-
sile performance can be expressed as vectors in three-dinen-
sional space, i.e., they have the attributes of magnitude and
direction. The vectors used in nissile flight simulations rep-
resent factors such as forces, accelerations, velocities, posi-
tions, noments, angular accelerations, and angular rates. For
the direction of a vector to have neaning, it nust be de-
scribed relative to some frame of reference. Right-handed,
orthogonal coordinate systems are commonly used as franes
of reference. Avector is described by its three conponents
on the axes of a coordinate system

A nunber of different coordinate systems maybe used in
a given nissile flight similation. Coordinate systems are
characterized by the positions of their origins, their angular
orientations, and their motions relative to inertial space or
relative to other specified systems. A given vector can be de-
scribed by its coordinates in any of the coordinate systens.
[f the coordinates of a vector are given in one reference
frame, the coordinates of that vector in any other reference
frame can be deternined if the position and orientation of
one reference frame relative to the other is known.

The reason for using different coordinate systems is a mat-
ter of nathematical convenience. For exanple, a coordinate
systemfixed in inertial space is required for calculating ab-
sol ute accelerations, a coordinate systemaligned with the
vehicle velocity vector facilitates aerodynanic calculations,
and a coordinate systemaligned with the principal axes of
the body sinplifies calculation of angular accel erations.

A long-standing convention for coordinate systems for
airplanes is that the x-axis of a coordinate system points for-
ward, the y-axis is toward the right wing, and the z-axis is to-
ward the floor of the airplane. This general convention has
been retained in nissile applications and is enployed in this
handbook. In applications to rolling symetrical nissiles,
however, it is sometines difficult to define which is the right
wing and which direction is toward the floor; obviously, this
requires a more detailed definition of the coordinate system

Although coordinate systems |ocated at any arbitrary po-
sition and with any arbitrary orientation and motion are fea-
sible, only certain well-defined systems are ordinarily used.
The nost common systems used in flat-earth sinulations are
the earth, hody, wind, guidance, tracker, and target coordi-
nate systems illustrated in Fig. 3-1. A given simulation may
not contain all of these coordinate systems, and additional
coordinate systenms may be used for special applications.
Brief discussions of the common coordinate systens follow,
and more detailed definitions, as well as methods used to
transform vectors from one coordinate systemto another, are
given in Appendix B.

1. Earth Coordinate System (x,y.z). In a flat-earth

similation the earth is usually assumed to be fixed in space,
i.e., neither translating nor rotating. In this case, absolute ac-
celerations can be measured with respect to any coordinate
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system fixed to the earth. Such a systemis called an earth co-
ordinate system and is comonly used as a basis for measur-
ing accelerations, velocities, and positions of a missile,
target, and decoys.

2. Body Coordinate System (x,V,z,). The body coor-
dinate systemis fixed to the mssile and aligned with the
principal axes of the nissile. Thus the systemis particularly
useful for calculations of angular rates hecause the equations
of motion contain no terms involving the products of the no-
ments of inertia and the monents of inertia about the refer-
ence frame axes are independent of missile attitude. By
definition, the body coordinate systemis considered to be
rigidity attached to the nissile so that in flight the coordinate
axes translate, yaw, pitch, and roll with the missile. In sone
simlations the roll of the mssile is not explicitly taken into
account, or it can be calculated by other neans and thus
elimnates the need for the hody axes to roll with the missile.
In these applications the body coordinate system translates,
yaws, and pitches with the missile but does not roll.

3. Wnd Coordinate System(x,y,z). The novement
of undisturbed air relative to the missile (relative wind) is
tangent to the nissile flight path. The wind coordinate sys-
temis viewed as being aligned with the relative wind to sim
plify the calculation of aerodynamic forces and monents. By
definition, the aerodynamic drag and Iift vectors are aligned
with wind system axes.

4. Quidance Coordinate System (x,y,z,). The guid-
ance coordinate systemis aligned with the initial Iine-of-
sight vector horn the nissile to the target. Its origin is fixed
to the mssile and translates with it, but the system does not
rotate. Since the systemdoes not rotate, it is an appropriate
coordinate system for use in calculating absolute angular ac-
celerations and rates of the seeker head. Also, since an axis
is aligned with the initial line-of-sight vector, angular varia-
tions of the line of sight fromthe axis are often small. This
pernits use of small-angle approximations in calcul ations.

5. Tracker Coordinate System (x,Vy,z). The tracker
coordinate systemis used for nodeling the target tracker,
which may be either an onboard seeker or a tracker |ocated
on the ground. The alignment of this coordinate systemis
with the central tracker viewng axis, and the system con-
tains a plane that is parallel with the reticle plane of an infra-
red (IR) seeker, the focal plane of an imaging seeker, or the
planar array of a radio frequency (RF) antenna. This arrange-
ment sinplifies calculations of tracker functions for some
applications. The origin of the tracker coordinate systemis
at the location of the target tracker, which may be either on
the nmissile or on the ground. In using the tracker coordinate
system for an onhoard seeker, the systemis assumed to be
rigidly attached to the seeker except in roll; thus the coordi-
nate systemtranslates and rotates with the seeker but does
not roll. The coordinate system for ground-based trackers
does not translate, but it does rotate in azimth and elevation
with the tracker and does not roll.
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6. Target Coordinate System(x,y,z). Target signature
data usually are supplied as a function of azimth and el eva-
tion aspect angles. These angles are defined in the target co-
ordinate system Not all target signature data are based on
the sane coordinate systemdefinition; therefore, the sinu-
lation user nust transformthe signature data if they are not
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nate Systens
(cont'd on next page)

supplied in the coordinate system used by his/her sinulation.
A standard coordinate systemfor aircraft is sinilar to the
body coordinate system defined for the nissile. The target
coordinate systemis viewed as heing rigidly attached to the
target; therefore, it translates, pitches, yaws, and rolls with
the target.
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3-3.4 COWPUTATI ONAL CYCLE

In a conputer program the conputation proceeds, or
flows, fromone processing task to the next. In a nssile
flight simlation each task generally represents calculations
or logic processing to similate sone function of the actual
mssile operation or some interaction between the nissile
and its environment. In a digital simlation the processing is
done in discrete time steps, the size of which nust be care-
fully considered to ensure faithful representation of the high-
est frequency conponents of the simulated mssile system
At any given time step the processing proceeds through each
task and calculates any changes that occur within that time
increment. After conpletion of all tasks appropriate to that
time increment, the program steps to the next tinme increment
and repeats the cycle.

Conputer prograns are described by flow diagrams that
show the flow of processing from one task to the next. Typ-
ically, flowdiagrams are developed at different levels of ag-
gregation. In a top-level diagramthe tasks are very
aggregated and thus pernit a big-picture view of the interac-
tions of major subroutines. Lower level diagrams contain ad-
ditional details until, at the lowest level, every processing
operation is represented.

Fig. 3-2 shows a top-level flow diagramfor a typical nis-
sile flight sinulation. Each block in the diagramrepresents a
mejor function, or group of functions, or a msjor logic pro-
cess in the computer program The direction of processing
flowis indicated by arrows. One cycle through the flow dia-
gram represents an incremental time step.

Missiie Veiocity
Vector

(Perpendicular to
angle-of-attack
plane)

(F) Wind System
(cont’ d)

Progressing through Fig. 3-2, the program starts by read-
ing input data that describe the initial conditions and other
paraneters that change from one computer run to the next.
Typical initial conditions include target initial position, ve-
locity, and attitude vectors and missile |auncher position if
other than the origin of the coordinate system Inputs de-
scribing the target include target signature data, target ma-
neuver paraneters, and countermeasures paraneters.
Environmental inputs could include standard or nonstandard
atmosphere, sun position, and atmospheric transmssion pa-
rameters. If the design of the nissile being sinulated is not
frozen, any of many different nissile parameters could be
treated as inputs. These mght include seeker performance
paraneters, guidance |aw paraneters, aerodynamc coeffi-
cient data, propulsion data, mass, nmoments of inertia, and
dynam ¢ time constants.

Initialization includes calculating such factors as Iauncher
pointing direction and slewng rate and initial seeker point-
ing direction. If the initial target position is beyond the target
sensor range, the program may proceed until the target is
within range before mssile |aunch.

A table lookup procedure accesses the atmospheric data
tables to deternine atmospheric pressure, density, and speed

“of sound at the altitude of the nissile. These parameters are

used to calculate missile Mach nunber and dynamic pres-
sure paraneter hased on missile speed.

Mssile and target position and velocity vectors are used to
calculate the relative position and velocity vectors with re-
spect to the target. A test is performed to determine whether
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the missile has reached its closest approach to the target,
which of course will not occur until the end of the engage-
ment. If the test shows that the closest approach has heen
reached, the program sequence is diverted to a routine that
calculates niss distance and the program ends. Q herwise,
the program continues into the guidance routine.

The guidance section of the program calculates the aspect
angles of the target relative to the line-of-sight vector and
uses these to determine the target signature as viewed by the
target tracker. The line-of-sight vector and the target signa-
ture are passed into the target tracker routine (or to the phys-

Flow Diagram for a Flight Sinulation

3-11

ical target scene sinmulator if a hardware seeker is used). The
tracker-routine (or seeker hardware) deternines the tracking
error and the response of the tracker in terms of a new tracker
pointing direction. The guidance processing routine applies
the tracker output to the guidance law to determine the mis-
sile guidance maneuver conmand, and this command is pro-
cessed by the autopilot and control routines or hardware
conponents to deternine control-surface deflections.
Aerodynamic forces and moments on the nissile are cal-
culated based on the current velocity vector, nissile attitude,
control -surface deflections, Mach nunber, and dynanic
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pressure parameter. Thrust is deternined from the thrust
data as a function of current programtine and corrected for
ambient pressure.

The equations of motion are used to calculate the conpo-
nents of mssile acceleration. Parameters required for substi-
tution into these equations are the forces and moments,
mssile mss and monents of inertia, mssile angular rates,
and the gravitational acceleration vector.

Mssile accelerations are integrated to determne transla-
tional and rotational velocity and position vectors at the end
of the current conputation interval. The target attitude, ve-
locity, and position are updated-usually by using relatively
simple equations. If decoys have been deployed, their veloc-
ities and positions are calculated.

Mssile mass is reduced by an anount proportional to the
noment um conponent of thrust during the conputational
interval, and monents of inertia and the location of the cen-
ter of mass are appropriately adjusted.

At this point all parameters have been updated to the end
of the current conputational interval. The time is now incre-
mented to the beginning of the next interval in preparation
for the next conputation cycle. If the new tine exceeds the
input value of maximumsinulated flight tine (e.g., tine of
seeker coolant depletion or self-destruct) or if the mssile al-
titude is less than the terrain altitude, the program ends. Qth-
ervise, the programreturns to the atmosphere routine to start
the next computation cycle.

3-4 LEVEL OF SI MJLATI ON DETAI L

The various levels of sinulations needed for mssile de-
vel opment and the diversity of simulations used for related
anal yses require a wide range of sinulation approaches. Ba-
sically, these approaches differ in terns of the degree of fi-
delity in simulating the target track sensor and in sinulating
the transient control and maneuver response of the missile.
For exanple, nethods used to simulate target sensors range
fromthe very sinple assunption that tracking is performed
perfectly to the use of real-time sinulations using actual-
flight hardware seekers that view sinulated target scenes
that radiate physical electromagnetic energy. Aso methods
used to simulate nissile notion range from the use of sinple
t wo- degree- of - freedom formul ations to very sophisticated
Si x-degree-of - freedom model s. (See subpar. 3-3.2.4.)

A mejor consideration is whether the simulation should be
designed to operate in real time. Certain sinmlated events,
such as control -surface deflections and seeker signal pro-
cessing, contain high-frequency spectral conponents that re-
quire very small computational time steps to simulate.
Because of the small time steps, the time to calculate these
events nay be considerably longer than the time it would
take for themto happen in actual mssile flight. Wen actual
mssile hardware conponents are substituted for some of the
mat hematical equations in the simlation, it is necessary that
the model be constrained to run in real time to mesh with the
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real-time operation of the hardware. Various techniques are
used to achieve real-tine sinulation. These techniques in-
clude the use of analog computers to simulate functions with
hi gh-frequency components, very high-speed digital equip-
ment, and computational approximations.

As previously stated, the level of detail to be included in a
simlation very nmuch depends on the objectives of the user.
An inmportant part of the devel opment of a missile flight
simlationis planning the levels of detail to be included
based on an assessment of user objectives. Including unnec-
essary detail can have serious consequences. It increases the
chances for subtle programerrors that may never he found
and that could mask inportant simulation results, it decreas-
es the general visibility of the interactions within the sinula-
tion programand conplicates the interpretation of
similation results, and it reduces the utility of a simulation
because it increases development time and computer setup
and run times. Conversely, onmitting detail that is important
to the objectives of the user of the sinulation can invalidate
the similation for its intended purpose or, worse, lead un-
suspecting users to wong concl usions.

3-4.1 MODELING TO MATCH SI MULATI ON
OBJECTI VES

The different level's of nodel sophistication or detail need-
ed to satisfy different simulation objectives are best illustrat-
ed by exanples. In the exanples that follow, several
different sets of simulation objectives are cited, and each is
followed by comments on the level of simulation detail re-
quired to meet those objectives.

1. Bxanple No. L

a (bjective. A sinulation to provide the flyout
characteristic, e.g., range as a function of time, for different
mssile configurations to use in prelininary design studies.

b. Level of Simulation Detail. Accurate thrust and
drag model is required, but seeker can be assumed to be per-
fect. Mssile response characteristics can be instantaneous.
Mbdeling nissile rotations is not required; two degrees of
freedom my be adequate. Sinple Euler nunerical solution
of equations of motion is adequate; nodeling of target no-
tion is not required.

2. Exanple No. 2:

a. (bjective. A sinulation to provide general de-
fense coverage diagrams for different missile configurations
for use in air defense system studies.

b. Level of Sinulation Detail. Seeker ginbal angle
lints, tracking rate lints, and mssile lateral maneuver ac-
celeration constraints should be added. Any ninimm clos-
ing velocity requirenents (for fuzing) or minimum mssile
velocity (for controllability) should be included. At least a
three- degree-of -freedom simulation is required, but nore
than three degrees are probably not necessary. Seeker |ock-
on range linits can be included in the simulation, but often
these linmts are superinposed on the simulation results off-
line.
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3. Example No. 3:

a. (ojective. A simulation to evaluate generic mis-
sile performance against maneuvering targets.

h. Level of Simulation Detail. Mssile response
characteristics become inportant, but it may be possible to
aggregate missile response into one or nore time constants
rather than to simlate the dynamic response in detail. Three
degrees of freedom plus a technique to calculate dynamc an-
gle of attack is usually sufficient for a generic missile.

4. Exanple No. 4:

a. Oojective. A simlation to determine the response
characteristics of a specific mssile design.

b. Level of Sinulation Detail. The dynamics of the
mssile autopilot, control system and airframe angular rates
nust be sinulated. This requires modeling forces and no-
ments with at least five degrees of freedom If the missile roll
rate is rapid enough to affect mssile performance signifi-
cantly, six degrees of freedommay be required, or tech-
niques for treating rolling airframes in nonrolling coordinate
frames may be used.

5. Example No. 5

a. Oojective. A simlation to determine the response
of generic seekers to counterneasures.

h. Level of Simulation Detail. Generic seeker re-
sponse to signals within the field of view nust be simlated.
Thi s coul d be acconplished by using tabular input data that
describe the static gain curves if IR seekers are sinulated or
that describe the sum and difference curves that result from
the antenna patterns if RF seekers are simulated. Three de-

grees of freedomare often adequate for studying generic
seeker response characteristics.

6. Example No. 6

a. Objective. Asinulation to determine the response
of a specific seeker to countermeasures.

b. Level of Sinulation Detail. A very detail model
of seeker dynamics and signal processing is required An al-
ternative is to substitute actual seeker hardware into the
tracking loop and to generate a scene for the seeker to view.
At least five degrees of freedomare required to support hard-
vare-in-the-1oop and my also be required to support a very
detailed mthematical seeker nodel.

7. Exanple No. T:

a. Objective. A simlation to evaluate aerodynamc
moss-coupl ing effects, airframe vibration and deflection ef-
fects, and wing flutter.

b. Level of Simulation Detail. Very detailed model-
ing of these effects is required. Six degrees of freedom are
required for these very sophisticated sinulations. The neth-
ods used to nodel these effects are beyond the scope of this
handbook because they require conplicated and specialized
techni ques.

3-4.2 MODEL SOPHI STI CATI ON REQUI RED
TO SATI SFY HANDBOOK OBJECTI VES

The discussion of simulation techniques here is oriented
toward satisfying the handbook objectives discussed in sub-

par. 3-2.2. Consequently, the following general levels of de-
tail are addressed:

1. Three, five, or six degrees of freedom

2. The level of sophistication of aerodynamc nodel -
ing depends primarily on the nunber of degrees of freedom
When hody rotation rates are not calculated explicitly (three
degrees of freedom, aerodynam ¢ moment coefficients are
not required. When fin deflections are not calculated explic-
itly, the dependence of aerodynanic coefficients on fin de-
flection is neglected. (Coefficients are input as functions
only of Mach number and angle of attack if trim conditions
are assuned.) For five- or six-degree-of-freedom simla-
tions, aerodynamc force coefficients are functions of Mich
nunber, angle of attack, and fin deflection; in addition, mo-
ment coefficients are functions of the location of the center
of mass of the missile. For mssiles that reach high altitude,
these coefficients also my be functions of Reynolds num
ber.

3. Mtor thrust for mssiles powered by solid rocket
propellant is input as a function of time for some reference
altitude. Variations in thrust caused by temperature are han-
died by adjusting the input thrust table, and variations in
thrust relative to altitude are calculated within the sinula-
tion,

4. The seeker is modeled by assuming that it has the ca-
pability to track perfectly (with gimbal angle and rate lints),
by using static gain curves (for infrared seekers) or sum and
difference curves (for radio frequency seekers), or by substi-
tuting actual seeker hardware-in-the-loop. When mathemat-
ical seeker modeling is used, the dynamc characteristics are
represented by an approximte transfer function, by a de-
tailed mthemtical model (including nodeling the gyro), or
by a combination of a transfer function and certain portions
of the hardware components.

5. Autopilot and control dynamcs are handled by
transfer functions or by use of actual autopilot and control
har dwar e- i n- t he- hop.
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CHAPTER 4
M SSI LE DYNAM CS

Chapters 1 through 3 provide general information on nissile systems and missile simlations; Chapter 4 begins
devel opment of the specific mathematical techniques enployed in nissile flight sinulations. The approach discussed
in the previous chapters includes calculating the forces and moments acting on the missile and substituting them
into the equations of motion to yield vehicle accelerations. Chapter 4 expands on this approach by beginning with
a nore general statement of Newton's second law of notion and proceeds through devel opment of equations for
translational and rotational notions, for expressing these equations relative to rotating reference frames, and for
handling the gyroscopic moments of internal rotors.

4-0 LIST OF SYMBOLS

A = aerodynanic axial force vector, N

A, = acceleration vector due to gravitational
mass attraction between earth and.. a
free-falling object nfs’

Ay = absolute acceleration vector of a parti-
cle, i.e., relative to aninertial fram,
ms’

A, = acceleration vector of a particle relative
to (as viewed by an observer in) a
rotating reference frame, n's’

A = mgnitude of aerodynamc axial force
vector A N

A, = rocket nozzle exit area, nf

B = arbitrary general vector

B = rate of change of general vector B rela-.
tive to inertial reference fram

is,,,, = rate of change of general vector B rela-
tive to (as viewed by an observer in) a
rotating reference frame
B = mgnitude of general vector B
D = aerodynamc drag force vector, N
D = magni tude of aerodynamc drag force
vector O, N
dm = infinitesiml mss, kg
F = vector sumof forces acting on a parti-
cle or body, N
F, = resultant aerodynanic force vector, N
F, = gravitational force vector including
effects of earth rotation, N
F, = total instantaneous thrust force vector,
N
F,,, = vector sumof external forces F, F,
and pressure thrust (This variable does
not include the force of momentum
thrust which is internal to the closed

system defined as the mssile flight
vehicle plus rocket exhaust gases.), N

4|

F = magnitude of sumof forces acting on
the body, N

B E F = ' ;
Ay’ Ty, Fagy conponents of aerodynanic force vec

F,

&xp’ Fg 37y FSZ}; =

tor F.expressed in the body coordinate
system N

Fg = mgnitude of the mutual force of gravi-
tational mass attraction between two
msses, N

F, = magnitude of gravitational force vector

F,weight of body, N

conponents of gravitational force vec-

tor Fexpressed in the body coordinate
system N

FpyFpyFpy, = COMpONENts of thrust vector F,

expressed in the body coordinate sys-
tem N

F, F,, F, = general conponents of force expressed

in the body coordinate system (same as

Yy Fzp, = components of total force vector F ex-

pressed in the body coordinate system
N

G = universal gravitational constant,
6.673 x 107 il (kges’)

g = vector of acceleration due to gravity at
altitude of the body, nfs’

go = vector of acceleration due to gravity at
earth surface, n's’

g = mgnitude of acceleration-due-to-grav-
ity vector g, s’

8o = magnitude of the acceleration due to
gravity at the earth surface vector g,

ms’
h = angular nonentum vector of a particle
. Or body, Nems
h = rate-of -change vector of angular no-
mentum h, Nem

h;,.q = rate-of-change vector of angular mo-
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mentum h relative to inertial reference M = total momnt vector acting on a particle
frame, Nem or body, Nm
f,m, = rate-of-change vector of angular mo- m = instantaneous mass of a particle or
mentum h relative to (as viewed by an body, kg
observer in) a rotating reference fram, m = rate of change of nissile mass m
Nem (m=- 1, kols
h” = angular nomentum vector of all rotors, m, = mass rate of flowof exhaust gas
Nems (m=-n, kols
h = altitude above sea level, m Mogry = Massof earth, 5.977 x 10%kg
by = megnitude of the rate-of-change vector my, my = nmasses of bodies, kg

of angular momentum h relative to (as =

. . . = aerodynani ¢ normal force vector, N
viewed by an observer in) a rotating N = mgnitude of aerodynanic norml
reference frame, Nem

force vector N N
hy, hy, hy = conponents of rotor angular nonen-

, P = instantaneous position vector of a parti-
tum vector h expressed in the body cle or point (may be expressed in any
coordinate system Nems

o . . coordinate systenj, m
(] = inertia mtrix of a body, kgeni P, = rate of change of position vector P rela-

[y = rate of change of inertia mtrix, tive to inertial reference fram, m's
kgenil s or = Tate of change of position vector P rela
{17 =inertia mtrix of a rotor relative to the ive to (as viewed by an observer in) a
body coordinate system kgent notating reference frame, m's
I, 15,17 = diagonal elements of rotor inertia p = linear momentum vector of a particle or
mtrix [I] relative to body axes, kgent body, Mes
I, 1,1, = moments of inertia (diagonal elenents P
of inertia matrix when products of iner-
tia are zero), kgen
I, Iy I, = monents of inertia (diagonal elenents
of inertia mitrix in the general case

“final” total system momentumat end
of time interval, Nes

p; = "initial” total system nomentum at
beginning of time interval, Nes

o P, g, r = conponents of angular rate vector w

where products of inertia are not neces- expressed in body coordinate system

sarily zero), kgemi (roll, pitch, and yaw respectively),
Ly, I, I, = products of inertia (off-diagonal ele- radls (degls)

ments of inertia mtrix), kgen P, g, = components of angular acceleration w
iy, Jpr kp = Unit vectors in directions of x;-, y,- and

. expressed in body coordinate system
z,-axes (body coordinate systenj, re-

: (00T (roll, pitch, and yaw respectively),
spectively, dimensionl ess rad/ s’ (deg/s))

i, j. k. = unit vectors in directions of x-, y- and
z-axes (earth coordinate systen,
respectively, dinensionless

g, r" = conponents of rotor rate vector
expressed in body coordinate system
(roll, pitch, and yaw respectively),

L = aerodynanic lift force vector, N rad's (deg/s)
L, M, N = conponents of total vector M ex- Da = anbient atmospheric pressure, Pa
pressed in body coordinate system p. = average pressure across rocket nozzle
(roll, pitch, and yaw respectively), N-m exit area, Pa
La» My, Ny = conponents of aerodynam ¢ monent R_,, = vector fromearth center to body mass

vector MA expressed in body coordi-
nate system (roll, pitch, and yaw,
respectively), Nm

L, M,, N, = conponents of propulsion monent
vector Mexpressed in body coordi-
nate system(roll, pitch, and yaw re-

center, m

R, = radius vector fromearth center to point
on earth surface, m

R.m = distance between the centers of msses
of two bodies, m

spectively), Nem R, = radius of the earth, m

megni tude of aerodynamic lift force F=time, s

vector L, N t = simlated time since |aunch
(ignition), s

4-2



YRem

u,v,w

Xy,
X Ybr 3

Xbs Ybs 2p
by Yooy 2y
Xy Yby» by

-xb27 ybz- sz

Downloaded from http://www.everyspec.com

M L- HDBK- 1211(M )

unit vector directed fromcenter of
earth toward body, dimensionless

unit vector in direction of relative
exhaust velocity V., dimensionless

ret

conponents of absolute linear velocity
V expressed in body coordinate system
ms

conponents of linear (translational)
acceleration expressed in body coordi-
nate system nis’

absolute linear velocity vector of a
body, n's

absolute acceleration vector of center
of mass pf a body, nis’

absolute velocity vector of expelled
exhaust gas, ms

rate of change of V., m's’

accel eration vector of a body relative to
an inertial reference fram, ms’

velocity vector of expelled exhaust gas
relative to center of mass of mssile,
ns

velocity vector of a body relative to (as
viewed by an observer in) a rotating
reference frame, ms

acceleration vector of a hody relative to
(as viewed by an observer in) a rotating
reference frame, nfs’
magni tude of absolute accel eration of
center of mass, s’

conponents of absolute acceleration of
center of mass expressed in body coor-
dinate system nfs’

conponents of absolute velocity vec-
tor V expressed in earth coordinate sys-
tem n's

coordinate axes in right-handed coordi-
nate system

coordinates of the body coordinate sys-
tem

subscripts indicating component is in
direction of indicated axis of body
coordinate system

orientation of the body coordinate
frame before Euler rotations (aligned
with the earth reference frame)
intermediate orientation of the body
coordinate frame after the first Euler
rotation

intermediate orientation of the body
coordinate frame after the second Eul er
rotation

4-3

X Yer 20 = COOrdinates of earth coordinate system
Xy Yowr 2 = COOTdinates of the wind coordinate sys-
tem
o = angle of attack in pitch plane, rad (deg)
o, = total angle of attack, rad (deg)
B = angle of sideslip, rad (deg)
Am, = mass of exhaust gases expelled from
mssile during time increment Ot, kg
6 = Euler angle rotation in elevation (pitch
angle), rad (deg)
6 = rate of change of qrad/s (deg/s)
¢ = FEuler angle rotation in roll (roll angle),
rad (deg)
= rate of change of @ rad/s (deg/s)
w = Euler angle rotation in azinth (head-
ing angle), rad (deg)
= rate of change of Euler rotation in azi-
mith rad/s (deg/s)
Q = angular rate vector of the rotor relative
to the body coordinate system rad/s
(deg/s)
@ = angular rate vector of rotating reference
frame relative to inertial frame, radls
(deg/s)
@ = angular acceleration vector of the body,
rad/s* (deg/s")
@, = absolute (sidereal) angular rate of the
earth, rad/s (deg/s)
® = mgnitude of angular rate of rotating
frame relative to inertial frame, radls
(deg/s)
| NTRODUCTI ON

Mssile flight sinulation mdels are based on mathenati-
cal equations that describe the dynamc notions of nissiles
that result fromthe forces and noments acting upon them
The mathematical tools enployed are the equations of
motion, which describe the relationships between the forces
acting on the nmissile and the resulting mssile motion. The
purpose of considering nissile dynamcs in flight simla-
tion is to understand these nmthematical relationshinps.

Three- degree-of - freedom models enploy translational
equations of motion; six-degree-of-freedom nodels enploy,
in addition, rotational equations of motion. The inputs to the
equations of motion are the forces and noments acting on
the mssile; the outputs are the missile accelerations that
result fromthe applied forces and moments.

The forces and moments are produced by aerodynamics,
propul sion, and gravity. Aerodynamc forces and nmoments
are generated by the flow of air past the missile; they
depend on the missile speed, configuration, and attitude, as
well as on the properties of the anbient air. Propulsive
thrust is usually designed to act through the mssile center
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of mass and thus produces no monment about the center of
mess. Although gravitational force is affected by a number
of factors, the generally accepted standard val ue-some-
times corrected for latitude and altitude—s usually suffi-
ciently accurate for surface-to-air mssile flight sinulation,
Gavity is assumed to act through the center of mass of the
mssile and produces no monent about the center of mss.

The equations of notion are based on Newton's |aws of
motion, which apply only to nonaccelerating reference
frames. Calculations of rotational missile motion are greatly
facilitated however, if they are expressed in the body refer-
ence frame, which rotates. Therefore, the equations of
motion nust be nodified to adapt Newton's laws to rotating
frames. The equations of motion, nodified to meke them
applicable to calculations expressed in the body reference
frame are summarized in Egs. 4-37 and 4-46. If the missile
has an inertial rotor, additional gyroscopic monents must
be taken into account as in Egs. 4-50.

Amssilein flight is a conplicated dynamc system com
posed of elastic structural conponents, control surfaces that
rotate about their hinges, and rotating elenents such as spin-
ning rotors. For many applications, however, the effects of
structural deflections (aeroelasticity) and of the dynamics of
the relatjve.mLon. of. the cootral. surfaces on overall. nmissile

dynam cs can be neglected. In such cases the analysis of
mssile dynamcs is based on the equations of motion for a
single rigid body.

4-2 NOVENCLATURE AND CONVEN-
TI ONS

Typically, the forces and monments on a nissile are
resolved into components in either the body coordinate sys-
temor the wind coordinate system In this handbook, the
use of the body coordinate systemis enphasized because it
causes principal body rotational axes to be aligned with
coordinate frame axes. Fig. 4-1 shows the conponents of
force, moment velocity, and angular rate of a missile
resolved in the body coordinate system The six projections
of the linear and angular velocity vectors on the moving
body frame axes are the six degrees of freedom In aeronau-
tics the nomenclature and conventions for positive direc-
tions have become informally standardized (Refs. 1-5).
Qurrent usage is shown in Fig. 4-1 and Table 4-1.

Lp Xp

See Tabie 4-1 for definition of symbols Zb
Figure 4-1. Forces, Velocities, Mnents, and Angular Rates in Body Reference Frame
Tabl e 4-1. NOVENCLATURE FOR FORCES, MOMENTS, AND MOTI ON
FORCE | MOMENT ULAR MENT
axss | aong | asour | (REER | DCEMENT | VELOGITY M NERTIA
AXIS AXIS
x F, L u ¢ p I
y F, M v 6 q 1,
2z F, N w v r I,
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The position of the mass center of the nissile is given by
its Cartesian coordinates expressed in an inertial frame of
reference, such as the fixed-earth frame (x,y,z). The angu-

lar orientation of the missile is given by three rotations Y, q,

and 0 relative to the inertial frame of reference. These are
called Euler rotations, and the order of the successive rota-
tions is inportant. Starting with the body coordinate frane
aligned with the earth coordinate frame, the generally
accepted order is (1) rotate the body frame about the z-axis
through the heading angle , (2) rotate about the y.-axis
through the pitch angle gand (3) rotate about the x.-axis
through the roll angle fas shown in Fig. 4-2. In this figure

N Ve

}. by
zbl
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e

{A) First Rotation {Heading, Yaw)
v e A ) > r

— — - -
”
/‘9
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g
-

-2
)
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=
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sz

sub-subscripts are enployed to indicate the intermediate
orientations of the body-frame axes. Sub-subscript Oindi -
cates the starting orientation aligned with the earth frane;
sub-subscript 1 shows the orientation after the first Euler
rotation; and so on to the final orientation in which the sub-
subscript is omtted.

The nissile velocity vector is expressed in both earth-
frame and body-frame coordinates in Fig. 4-3. For this pur-
pose, the origins of the two frames are superinposed on the
center of mss of the missile. The total inertial velocity V

has components u, v, and won the body frane axes, and V,
V,, and V,on the earth-frame axes.

(C) Third Rotation (Rol!)

Figure 4-2. Euler Angle Rotations
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Figure 4-3. Velocity Vector in Body-Frane and Earth-Franme Coordinates

4-3 BASI C EQUATI ONS

Equations describing the motion of a hody relative to
time are fundamental to a quantitative analysis of dynamic
motion. The equations presented here are based entirely on
Newt oni an nechanics. In their nost direct application New
ton's equations apply only when the velocities and accelera-
tions are measured in an inertial reference frame. O her
names given to inertial reference frames are absolute, fixed,
or Newonian reference frames. In six-degree-of-freedom
si rnuktions-which include mssile rotations-equations of
motion expressed in an inertial reference frame are
unwi el dy because as the hody rotates the nonents of inertia
about the inertial axes vary and derivatives of the moments
of inertia nust appear in the equations (Ref. 2). Thisis a
serious conplication that can be avoided by enploying
moving (or Eulerian) axes that are fixed to the mssile (Ref.
1). Eulerian axes rotate with the mssile so that the monents
of inertia about the respective reference axes are not
affected by missile rotation. This use of rotating axes is not
entirely without penalty, however, since they introduce the
complication that rates of change, i.e., velocities and accel-
erations, measured with respect to these axes are not the
absol ute rates of change required by the Newtonian |aws.
Equations for the absolute rates of change entail additional

4-6

mathematical terms in the equations of motion. These addi-
tional terms are much to be preferred to the variable inertia
coefficients required when the problem is analyzed entirely
inan inertial reference frame. The necessary additional
terms are discussed in subpar. 4-3.2.

4-3.1 NEWION' S SECOND LAW OF MOTI ON

Newton's second |aw of motion maybe considered equiv-
alently as a fundamental postdate or as a definition of force
and mass (Ref. 6). Newon's laws are basic and cannot he
derived because they are sinply the result of observation.
Their validity can be accepted on the basis of 300 yr of
fruitiess attempts to find them fallacious, at least for veloci-
ties that are smll conpared to the speed of light (Ref. 7).
For a single particle the correct and most fundanental form
of Newton's second law of motion is

= 9P
F= dt’N “4-1)
and a direct extension of this lawto rotational motion gives
dh
M=5" N R
n Nem 4-2)



Downloaded from http://www.everyspec.com

M L- HDBK- 1211(M)

where

F = vector sumof forces acting on the particle, N

h = angular nonentum vector of the particle,
Nemes

M = total noment (torque) vector acting on the
particle, Nem

p = linear monentumvector of the particle, N-s

t = tim,s.

Eg. 4-1 states that the force acting on a particle in a given
direction equal s the time rate of change of the momentum of
the particle in that direction. Eq. 4-2 states that the moment
of force (torque) on a particle about a given axis equals the
time rate of change of the angular momentumof the particle
about that axis. In the application of these laws, the Iinear
and angular rates of nomentum nust be measured relative
to an inertial reference frame.

Rgid bodies are composed of individual particles that do
not nove relative to each other. The equations of motion for
a rigid body are developed hy sunming (integrating) the
equations for individual particles (or incremental masses)
over all the constituent particles. Performing the differentia-
tionindicated in Egs. 4-1 and 4-2 and integrating over all
particles in the body yields the equations of motion of a
rigid body as given in scalar formin Egs. 3-1 and 3-2 and
repeated here in vector form

F=mV, N (4-3)
M=[I] ®, N'm (4-4)
wher e
F = vector sumof forces acting on the body, N
[I}= inertia mitrix of the body relative to the axis
of rotation (See subpar. 4-5.2.), kgenf
= total noment vector acting on the body, Nem
n= nass of the body, kg
V = absolute acceleration vector of center of
mss of a body, nis’
© = absol ute angular accel eration vector of the

body, rad/s’.

To qualify the variables of Egs. 4-3 and 4-4 further, Fis the
vector sumof all forces acting on the missile, Mis the vec-
tor sumof all noments acting on the missile, is the angu-
lar rate of the missile about an axis through the center of
mass, and the monent of inertia matrix [I] is taken with
respect to the axis of rotation. The vectors in Egs. 4-3 and 4-
4 can be expressed as conponents in any reference frane,
but the accel erations represented by V andé must be nea-
sured relative to an inertial frame.

Derivation of Egs. 4-3 and 4-4 is based on the assumption

4-7

that the mass mand the inertia matrix [I] are constants, hbut
these paraneters are not constant in a missile during the
operation of the propul sion system because of the consunp-
tion of propellant. Fortunately, as is shown in subpar. 4-
4,2.1, a derivation that rigorously takes into account the
change in mass arrives at the same result given in Eq. 4-3,
i.e., Eg. 4-3 is also applicable to a mssile that has variable
mass due to the burning of propellant. Rigorous accounting
for a variable monent of inertia is not easy, hut as discussed
in subpar. 4-5.2, the time rate of change of the moment of
inertia due to the burning of propellant is usually small
enough that terns expressing this rate can be neglected. By
this assumption, Eq. 4-4 also is applicable to nissile fright
simlations. In a simlation the values of mand [I] substi-
tuted into the equations are continuously updated during the
time propellant is being consumed.

These equations of motion are expanded in the para-
graphs that followto account for rotating reference franmes
and monents of inertia that are specified relative to the axes
of reference frames rather than the specific axis of rotation,

4-3.2 ROTATI NG REFERENCE FRAMES

In considering rotating reference frames, it is inportant to
mke a clear distinction hetween two different relationships
that exist between a vector and a reference frame. The first
is that a vector can have components expressed in any given
reference frame; the second relationship is that a vector can
change in nagnitude and direction over the relative to the
given reference frame. These changes can result from
changes in the vector, fromnotion of the reference frame
or both. Vector conponents in the first relationship are eas-
ily transformed from one reference frame to another, how
ever, considerations of vector rates of change in the second
relationship are more conplicated. Any given vector can be
resolved into conponents in any reference frame, i.e., it can
be expressed in terms of the unit vectors that define the axes
of any reference frame. Thus the sane vector can be
expressed in either a rotating reference frame or an inertia
reference frame, but its rate of change with respect to tine
as viewed by observers in the two systems is very different.
A vector resolved in a given reference frame is said to be
“expressed" in that frame (some authors use the term
“referred to" (Ref. 4)). The rate of change of a vector, as
viewed by an observer fixed to and moving with a given ref-
erence frame, is said to be “relative to" or “with respect to’
that reference frame. These terns are used many tinmes in
this chapter with the very specific meanings given here
Many references do not enphasize the distinction between
these terms; this Ieads to confusion on the part of the reader
The point to be made here, and by the exanple in par. 4-
3.2.1, is: to be applied to Newon's equations of motion, the
rate of change of a vector nust be relative to an inertial ref-
erence frame, but it can be expressed in any reference
frame
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4-3.2.1 Time Derivative of a Vector

An instantaneous vector, for exanple, a force on the ms-
sile, can be transformed hetween inertial and rotating
frames by application of the transformation equations in
Appendix A I'n such a transformation the vector is
unchanged; only its conponents are changed. Geat care
must be taken, however, when any vector representing the
rate of change of a vector is transferred between reference
frames.

To illustrate, consider an exanple in which some arbi-
trary vector B has constant magnitude B and is always
directed along the x-axis of the hody reference frane as
shown in Fig. 4-4(A). The vector B is expressed in the body
coordinate frame by

B= Bib + Ojb + Okb 4-5)

wher e

€

rot =0

Yr

U}
o
to

Ye

o
<

(B) Relative to Absolute (Fixed) Frame
Figure 4-4. Time Rate of Change of Vector B

4-8

B = magnitude of general vector B

k.= unit vectors along the x-, y-, and Z-axes,
respectively, of the body frame, dimension-
| ess.

ih‘ jh‘

Assume that the body frame is rotating about the Z-axis
at arate of wrad/s, but to sinplify the exanple, assume that
at a given instant of time the angular orientation of the rotat-
ing body coordinate frame happens to coincide with that of
the fixed-earth (inertial) coordinate frame as shown in Fig.
4-4(B). At that instant the coordinates of B expressed in the
earth frane are the sane as the coordinates in the rotating
the by the assunption that i, j, and k nonentarily
coincide with i, j, and k, respectively

B =Bi, + 0j, + 0k, (4-6)
where
B = arbitrary general vector
B = magnitude of general vector B

i, j, k =unit vectors along the x-, y-, and Z- axes,

respectively, of the earth coordinate system
di mensi onl ess.

However, when we consider the absolute rate of change
of vector B, we also nust consider the rate of change of
the rotating reference frame. Since we have assumed that B
has constant magnitude and always points along the x.-axis,

the rate of change of B with respect to the rotating body
frame is zero. That is

dB . .
(E)body = 0i, +0j, + 0k, (4-7)

where

B =arhitrary general vector

k,= unit vectors along the X, y-, and z axes,
respectively, of the body frane, -dimensionless

t=time,s.

ih‘ jh“

But, from elenentary mechanics, as shown in Fig. 4-4(B),

the rate of change of B with respect to the fixed-earth (iner-
tial) frame at that instant is

dB) _ .
(dr arch Oie+mB,|e+Oke (4-8)
wher e

W= magnitude of angular rate of rotating frane rel-
ative to inertial frame, rad/s (deg/s).

In general, when the derivative (or incremental change)
of a vector is calculated using conponents in a given refer-
ence frane, the resulting rate of change of the vector is rela-
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tive to that particular reference frame. If that reference
frame is not an inertial one, the rate of change is not an
absol ute one as required by Newon's laws. In the exanple
the rate of change of B calculated by finding the rates of
change of its conponents in the rotating frame (zero) is not
an absolute rate of change. A mathematical procedure is
required to convert the rate-of-change vector to one that is
relative to an inertial frame. The general mathematical
equation for calculating the rate of change of any vector rel-
ative to an inertial frame when the rate of change of that
vector is known relative to a rotating frame is (Ref. 8)

) _(an)
(dt)inrtl._ dt rot+((’)XB)

(expressed in any frame) (4-9)
where
B = any vector
(‘%)iw = .tims.rate of change of B relative to
inertial frame
(‘E) = time rate of change of B relative to
dt Jrot rotating fram
o = angular rate vector of rotating frame
relative to inertial frame, radls (deg/s).
Here X B represents the difference between the tinme

derivative of the vector as measured in an inertial reference
frame and its tine derivative as measured in the rotating ref-
erence frame. It is inportant to note that B is the same vec-
tor inboth the inertial and the rotating reference frames, but
the vector representing the time rate of change of B as seen
by an observer in the moving systemis not the same as the
vector representing the absolute time rate of change.

By applying Eq. 4-9 to the exanple, (dB/dt),is zero,
and w x B has nagnitude and is in the direction of the
y,-axis Substitution into Eq. 4-9 yields the vector
(dBfdt),, expressed in the rotating frame. The final result
is identical with Eg. 4-8 and shows that the general equation
gives the same result as the analysis based on elenentary
mechani ¢s (Fig. 4-4) as expected.

4-3.2.2 Acceleration in a Rotating Frane

V¢ now extend the discussion of rotating reference
frames to include the handling of acceleration vectors and to
consi der the motion of particles or bodies |ocated at posi-
tions other than the origin of the rotating frame. Applica-
tions could be, for exanple, the motion of a mechanical
linkage within the mssile as the mssile experiences rota-
tional motion or the motion of an object with respect to the
rotating earth. Although most applications of this type are
heyond the scope of this handhook the equations are pre-
sented in this paragraph (1) as a basis for discussion in sub-
par. 4-4.3 of the acceleration due to gravity and (2) to
reinforce the understanding that the equations enployed in
subpars. 4-5.1 and 4-5.2 are a subset of the overall analysis

4-9

of rotating reference frames.

Let P be the instantaneous position vector of a particle (or
apoint), and let whe the absolute angular rate of a rotating
reference frame. Gven the rate of change of position rela-
tive to the rotating frame P, the rate of change of position

of the particle relative to an inertial frame P_ is obtained
by substituting P for Bin Eg. 4-9
P,,= P, +exPms (410
wher e
P = instantaneous position vector of a particle or

. point, m
P = rate of change of position vector P relative to
. inertial reference frame, n's
P, = rate of change of position vector P relative to
(as viewed by an observer in) a rotating refer-
ence frane, s
o= angular rate vector of rotating reference frame
relative to inertial frame, rads.

In the same way the rates of change of velocity with
respect to the two reference frames are related by

Vit = Vor + @XV, mis?  (4-11)

where
V = absolute linear velocity vector of a body, s
(It is equivalent to P, in Eq. 4-10.)
Viar = acceleration vector of a body relative to an
inertial reference frame, nfs’
Vo = accel eration vector of a hody relative to (as
viewed by an observer in) a rotating reference
frame, s’
@ = angular rate vector of rotating reference frame
relative to inertial frame, rad's.

Substituting Eq. 4-10 into 4-11 leads to the general expres-
sion that yields the acceleration of a particle with respect to
an inertial reference frame for a given position and motion
of the particle neasured with respect to a rotating reference
frame (Ref. 4)

A=A+t oxP+20xV, , +0x(0xP),
s’ (4-12)

where

A, = absolute acceleration vector of a particle, i.e.,
relative to an inertial reference frane, ms’

Arqt = acceleration vector of a particle relative to (as
viewed by an observer in) a rotating reference
frame, s’

P=instantaneous position vector of a particle or

point, m

Vot = velocity vector of a body relative to (as viewed
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by an observer in) a rotating reference frame,
[n/s

@ = angular accel eration vector of a body, rad/s’

© = angular rate vector of rotating reference frame
relative to inertial fram, radls.

Eq. 4-12 gives the absolute acceleration of a particle as a
function of the position, velocity, and acceleration of the
point in a rotating reference frame for a given angular rate
and angul ar acceleration of the rotating frame. The termon
the left A, is the acceleration appropriate for use in New
ton's equations. The first termon the right A, is the accel-
eration of the particle as viewed by an observer in the
rotating frame. The variable V is the velocity of the parti-
cle as viewed by an observer in the rotating frane. The sec-
ond termon the right @x P results fromthe angul ar
accel eration of the rotating frame; this termvanishes when
the rotating frame rotates at a uniformrate, such as a frame
fixed to the rotating earth. The negative of the third termon
the right -203 x VV ,is called the Coriolis acceleration, and
the negative of the last term -w (W P) is called the cen-
trifugal acceleration.

Miltiplication of Eq. 4-12 by the nass of the body and
setting the result equal to the sumof forces on the body is a
way of applying Newt onian mechanics to a rotating refer-
ence frame. After multiplication by mass, the various terms
in Eq. 4-12 have the units of force, and indeed, to an
observer in a rotating reference frame, objects behave as if
they have been acted upon by forces even when no external
forces have been applied. This behavior is explained by the
fact that bodies in notion relative to inertial space retain
that motion until acted upon by an external force (Newton's
first law, and points on the rotating reference frame accel-
crate away fromthe steady, straight-line path of the body.
To an observer located on the rotating frame, this relative
accel eration produces the appearance that some force is act-
ing on the body to cause the relative acceleration. Further-
nore, the observed relative notion can be accurately
predicted by introducing forces called pseudoforces (or
inertia.? forces) into Newton's equations of motion. The
pseudof orces are so named because they cannot be associ-
ated with any particular body or agent in the environnent of
the body on which they act (Ref. 9). Wen multiplied by
mass, the Coriolis and centrifugal acceleration terms in Eqg.
4-12 become pseudoforces and are respectively called the
Coriolis force and the centrifugal force. When viewed from
an inertial reference frame, the pseudoforces disappear.
These pseudoforces sinply provide a technique that pernits
the application of Newtonian mechanics to events that are
viewed froman accelerating reference frane.

Thus for mechanical problems dealing with rotational
motion, there are two choices: (1) select an inertial frane as
a reference frame and consider only “real” forces, i.e.,
forces that can be associated with definite agents in the

environnent or (2) select a noninertial frame as a reference
frame and consider not only the “real” forces but also suit-
ably defined pseudoforces. Although the first alternative
leads to a clearer understanding of the problem the second
is often enployed because other aspects of the problem
cause it to be the sinplest approach, especially in the treat-
ment of nonments of inertia. Both approaches are com
pletely equivalent, and the choice is a mtter of convenience
(Ref. 9).

4-4 FORCES AND MOMENTS

Solution of the equations of notion requires know edge
of the sumof the forces and the sumof the nonents acting
on the mssile. These forces consist of the aerodynamc
forces, propul sive thrust, and gravitational force. The
nmonents are aerodynanmic nonents and any nonent
caused by msalignment of the thrust vector. Gavity is
assumed to produce no monent.

4-4.1 AERODYNAM C FORCES AND MO
MENTS

The magni tudes of aerodynamic forces and monents
depend on anbient air conditions and on missile configura-
tion, attitude, and speed. Mssile configuration includes the
configuration of the body plus any fixed fins and the control
surfaces. If the mssile and surrounding air mass are consid-
ered components of a single closed system the forces that
devel op between the air and the mssile produce equal but
opposite changes in the momentums of the two Systens;
thus the monentum of the total systemis conserved in con-
formance with Newton's laws, as discussed further in Chap-
ter 5.

The resultant (total) aerodynamic force F,on the mssile
can be resolved in any coordinate frame to give three
orthogonal conponents. Cften the most convenient refer-
ence frame for calculating aerodynanic forces is the wind
coordinate system If the wind coordinate systemis defined
as shown in Fig. 3-1(F), the total angle of attack a, and the
resultant aerodynamc force F,lie in the xz-plane, as
shown in Fig. 4-5; there is no side force and no sideslip
angle B in this system The conponent of F,on the x-axis
is called the drag force D and the conponent on the z;axis
iscalled the lift force L. The term"lift" inplies a force
directed upward to oppose the force due to gravity; how
ever, in mssile aerodynamcs [ift is applied in whatever
direction is needed to control the flight path of the air vehi-
cle.

The wind coordinate systemis not always defined pre-
cisely as shown in Fig. 3-1(F) with the y-axis perpendicular
to the plane of the total angle of attack. In the nore general
case, the xz-planes for the two coordinate systems are not
necessarily aligned, and the resultant aerodynanic form F,
does not necessarily lie in the xz-plane. In such systens
sideslip angles and side force conponents must be taken
into account,

4-10



Downloaded from http://www.everyspec.com

M L- HDBK- 1211(M )

Zp

/

/

Zy

Figure 4-5. Aerodynam ¢ Force in Body and W nd-Frame Coordi nates

If aerodynamic forces are calculated in the wind system
they nust be transformed to the hody systemfor use in
equations expressed in the body system Wen F,is
expressed in the body system its component on the x,-axis
iscalled the axial force A (parallel with the nissile longitu-
dinal axis, as shown in Fig. 4-5). The conponent on the z-
axis is called the normal force N (normal to the nissile lon-
gitudinal axis).

The lift L and drag D can be transformed to the normal
force N and axial force A by

A=Dcos o, ~Lsin o, N (4-13)
N=Dsino,+Lcoso, N “4-14)
wher e
A = mgnitude of aerodynanic axial force vector
A N
D = mgnitude of aerodynamic drag force vector D,
N
L = mgnitude of aerodynanic lift force vector L,
N
N = mgni tude of aerodynanic normal force vector
N, N

o, = total angle of attack, rad.

Wen nissile rotational notion is not calculated explic-
itly ina simlation (three degrees of freedonj, the aerody-
nam ¢ force components can he transformed fromthe wind
or hody systemto an absolute reference frame-earth sys-

4-11

tem when the earth is assumed to be nonrotating-and sub-
stituted directly into Eg. 4-3 along with the nonaerodynan c
forces on the nissile, i.e., thrust and gravity, to solve for
mssile translational motion. Wen missile rotational
motion is included in a simulation aerodynanic (and other)
forces are substituted into the equations of motion for the
rotating body frame, to be presented in Egs. 4-37.

[f the resultant aerodynanic force, i.e., the sumof all the
aerodynam ¢ forces acting on the missile body, fixed fins,
and control surfaces, does not pass through the center of
mass of the missile, an aerodynanic moment results. The
magni tude of the noment is equal to the product of the
resultant aerodynamic force and a lever armdefined as the
perpendi cul ar distance fromthe resultant aerodynamic force
vector to the center of mass of the missile.

A steady state (trimmed) condition exists when the
monents generated by the forces on the control surfaces are
exactly balanced by moments in the opposite direction gen-
erated by forces on the body and fixed fins, as discussed in
subpar. 2-2.6.2.

In three-degree-of-fkeedom sinulations trimmed condi-
tions are assuned, and aerodynanic monents need not be
calculated. In that case, the transition between different
trinmed conditions is calculated by neans of a sinple
transfer function as described in Chapter 7. In five- or six-
degree-of - freedom si mul ations the aerodynani ¢ monents
are calculated by the nethod described in Chapter 5 by
using equations of the formof Eq. 3-4. There is no practical
application for a four-degree-of-freedom simlation.

If aerodynanic moments are calculated in other than the
body reference frame, they are transformed to it. The com
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ponents in the body frame of the vector representing the
sum of all aerodynanic monents are L, M, and Nalong
the x-, Y, and z,-axes, respectively.

4-4.2 THRUST FORCE AND MOVENT

The total thrust produced by a rocket motor is composed
of two parts-the nonentum thrust and the pressure thrust.
As the rocket propellant buns, the products of conbustion
are exhausted through the rocket nozzle at high velocity.
The force that propels these exhaust gases has an equal and
opposite reaction on the missile. The monentum inparted
to the gases in the rearward direction is halanced by the
monentum inparted to the missile in the forward direction
and thus conserves the momentum within the closed system
The portion of the total thrust attributed to this monentum
change has magnitude mV, where mis the mass rate of
flow of the exhaust gases and V. is the velocity of the
exhaust gases relative to the missile.

The average pressure p,of the expanding exhaust gases
at the exit plane of the rocket nozzle acts over the exit area
Aof the rocket nozzle. The remainder of the missile is sur-
rounded by the anbient atmospheric pressure p, This
imbal ance of pressure constitutes the pressure thrust, which
has magnitude (p,- p)A. Combining the two thrust por-
tions in vector form the total thrust force on the missileis
given by

wher e
A, = rocket nozzle exit area, nf
Fp = total instantaneous thrust force vector, N

m, = mss rate of flowof exhaust gas (me = -mj,
kyls

Pa = anbient atmospheric pressure, Pa

P. = average pressure across rocket nozzle exit area,
Pa

u,, = unit vector in direction of relative exhaust
velocity V., dimensionless

V,. = velocity vector of expelled exhaust gas relative

to center of mass of mssile, ns.

Momentum thrust is by far the major portion of the total
thrust. Since the pressure portion of the thrust acts over part
of the base area of the mssile-the nozzle exit area, it is
possible toinclude it within the overall definition of the
aerodynanmi ¢ hase drag; in this case, however, it cannot also
be included in the thrust.

4-4.2.1 Variable Mss )

As pointed out in subpar. 4-3.1, Eg. 4-3, F = nV, was
originally derived on the assumption of constant mass, but
this sane equation is obtained also when the effects of mass
variation due to propellant burning are taken into account. A

frequent error in the application of Newton's equations of
motion to systems with variable mass is to assune that the
rate of change of linear nomentumis given by (Ref. 8)

- d{(mV)

F dr

where

=mV + Vm, N (wrong)(4-16)

F = vector sumof forces acting on the nissile, N
m = instantaneous mass of missile (includes mass of
unburned propellant), kg )

m = rate of change of missile mass m (he =-m),

ko/s
t=tim, s
V = absolute linear velocity vector of mssile, ms

V = absol ute acceleration vector of center of mss
of nssile, ms.

The correct rate of change of monentum of the system
mist take into account the fact that not all mass particles in
the system have the same velocity. In the case of a missile,
the mssile itself (including unburned propellant) has abso-
lute velocity V, and the exhaust gases have absol ute velocity
Voor relative velocity V with respect to the center of mass
of the nissile.

In order to enploy Newton's second law, Eq. 4-1, the sys-
tem under consideration nust be defined as one of constant
mass. This is acconplished by assuming a total, closed sys-
tern that consists of the missile fright vehicle plus the rocket
exhaust gases expelled during an incremental time internal
D (Ref. 9).

Although this total, closed systemhas constant mass,
parts of the system have an interchange of mass. During the
time interval At the missile body mass is reduced by the
mass of the expelled gases Dm. At the end of the time inter-
val, the mass of the nissile is (m- Dm), the mass of the
gjected gases is Dm, and the nonentum acquired by the
gases is equal and opposite to the monentum acquired by
the mssile. The nonentum thus acquired by the missile is
due to the momentum conponent of thrust. (See subpar. 4-
22.)

In the absence of forces external to this total, closed sys-
tem the overall monentum of the system would be con-
served. However, in reality, external forces are applied to
the system and the resulting change in momentumis given
by Eq. 4-1. To enphasize that the applied forces nmust he
external to the total, closed system the subscript at is
added to F. This addition gives

dp
d

Fou=

N 4-17)

where

Feyt = vector sumof external forces applied to the
total system N

4-12
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p - linear nomentumvector of the total system
Ne s

Since the momentum conponent of thrust is devel oped
internally to the total system as defined, it does not contrib-
ute to the forces F,. For a mssile the external forces F,
consi st of aerodynamc forces, the pressure component of
thrust, and gravity. These external forces are applied
directly to the mssile body; therefore, they affect only the
portion of the total systemmomentumattributable to the
mssile. For rocket motors operating within the atmosphere,
atmospheric interactions cause external forces to be applied
also to the exhaust gases; however, these forces do not
affect the mssile and therefore can be disregarded.

From Eg. 4-17 an appropriate result for the tine interval

D can be witten as

~ A PP :
Fw-At-— A7 , N (4-18)
where
P, ~initial total system nomentum at beginning of
time interval, Nes
pf = final total system momentumat end of tine
interval, NZs.

The values of the nomentum of the total systemat the begin-
ning and end of the time interval are given by

p;= mV,N-s }
pf= (m- Ame) (V+AV) + Ameve » N-s

(4=19)
where
M= nissile mss at beginning of time interval, kg

Dm= mass of exhaust gases expelled frommissile
during time interval, kg

V = absolute velocity of missile at beginning of
time interval, ms

D= change in missile velocity during time interval,
ms

V.= absolute velocity of exhaust gases, m's.

Substitution of Egs. 4-19 into Eg. 4-18 gives

(m-Am) (V+AV) +Am,V -mV
extg At )

(4-20)

[f D approaches zero, i.e., D ®N, then
3

AV dV_ ¢
AT aT Y
Am, N dme= s
€
s oV (421
—_ -0
At J.
Substitution of Egs. 4-21 into Eg. 4-20 gives
F,,=mV+({V,-V)m,N. (422
Letting V.= V.- V gives
F,,=mV+V,m,N (4-23)

where
F,,, =vector of sumof external forces applied to the
total system N
m =nissile mass at beginning of tine interval, kg
th_,-: mass rate of flow of exhaust gas, kg/s
V =absol ute acceleration vector of center of mass
of a body, n's’
¥V, =velocity vector of expelled exhaust gas relative
to center of nmss of mssile, nis.

The last termon the right side of Eg. 4-23 (product of re-
lative exhaust velocity and the mass rate of flow is the
nomentum conponent of thrust as in Eq. 4-15.

As previously stated the vector sum of forces external to
the total, closed systemF, consists of the aerodynam c
force F, the pressure force (p-p)A(-u,), and the gravi-
tational force F. Substituting these terms for F, in Eq. 4-
23 and moving the momentum thrust termto the left side of
the equation gives

FA - n'z,V,e + (pe - pa)Ae(““ve) + F'g"= mV, N
(4-24)
where
A, = rocket nozzle exit area, nf
F, = resultant aerodynanic force vector, N

Fp = gravitational force vector including effects of
earth rotation, N

m = nstantaneous ness of a particle or body, kg

m, = mass rate of flow of exhaust gas, ko/s

P = anbient atmospheric pressure, Pa

P. = average pressure across rocket nozzle exit area,
Pa

u,, = unit vector in direction of relative exhaust

velocity V., dinensionless

-13
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V= absol ute accel eration vector of center of mass
of a body, s’

¥V, = velocity vector of expelled exhaust gas relative
to center of mmss of missile, ns.

Substituting Eq. 4-15 (the definition of F), which includes
both the pressure and monentum conponents of thrust, into
Eq. 4-24 gives

FA+FP+Fg=mV,N (4-25)
and finally, setting F equal to the sum of forces acting
directly on the mssile (F,+ F,+ F) allows one to wite

F=mV,N (4-3)
the familiar formof Newon's equation.

In summary, F consists of F_ plus the nomentum com
ponent of thrust -mV - F_ is the sumof forces that are
external to the total, closed system which includes a portion
of the exhaust gases, whereas F is the sumof forces that are
external to a new system defined to include only the missile.
The rate of change of mass, which was used incorrectly in
Eg. 4-16, has been correctly absorbed into the momentum
component of thrust (in terns of its negative m). Thus it is
shown that a nissile with a rocket motor is analyzed in the
same way as any problem having constant mass except that
the value of mto be used in Eq. 4-3 is a function of time
(Ref. 8).

4-4.2.2 Moment Due to Thrust

[f the thrust vector F,passes through the center of mass
of the missile, no rotational moment is generated by the
thrust. Wen the thrust vector does not pass through the
center of mass, either by design or error, the resulting
monent on the nissile is equal to the product of the magni-
tude of the thrust and the perpendicular distance between
the thrust vector and the center of mass (Fig. 2-16). The
equations used to describe this moment are presented in
Chapter 6.

4-4.3 GRAVI TATI ONAL FORCE

The force of gravity observed on the earth is the result of
two physical effects-the Newtonian gravitational mass
attraction and the rotation of the earth about its axis.

4-4.3.1 Newtonian Gavitation
The law of gravitation, defined by Newon, that governs
the mutual attraction between bodies is

Gm,m,
6= ——N (4-26)
2
Rcm
wher e
F.= mgnitude of the muitual force of gravitational

mass attraction between two masses, N

4-14

G = universal gravitational constant, 6.673 x 10-*1
m/ (kg-s?)
m, m = masses of bodies, kg
R,= distance between centers of masses of two bod-
ies, m

Gavitational attraction is exerted on a mssile hy all
planets, stars, the moon, and the sun. It is a force that pulls
the vehicle in the direction of the center of mass of the
attracting body. Wthin the imediate vicinity of the earth,
the attraction of the other planets and hodies is negligible
compared to the gravitational force of the earth.

In the absence of forces other than gravity, all objects,
regardless of mass, that are allowed to fall at a given posi-
tion on the earth will have the sane acceleration A This
can be seen by combining Egs. 4-3 and 4-26 and canceling
the termrepresenting the mass of the falling object. This
conbi nation gives

Gm ’
Ag= —20 (- up ), mis?  (4-27)
cm
wher e
A, = acceleration vector due to gravitational nmss
attraction hetween earth and a free-falling
object, s’
G= universal gravitational constant, 6.673 x 10"
m/ (kg-s°)
m,...= mss of earth, 5.977 x 10“kg
= distance from earth center to body mass center,
" m
‘R,, = Unit vector directed fromcenter of earth

toward body, dimensionless.

Eq. 4-27 is based on the assunption that the earth is spheri-
cal. The nonspherical characteristics of the earth can he
taken into account by adding enpirical terms to the previ-
ous equations (Refs. 10 and 11). In this case, as shown in
Fig. 4-6, the vectors Aand R are not precisely aligned.

4-403.2 Gavity in Rotating Earth Frame

The acceleration calculated by Eq. 4-27 is the accelera-
tion of a body that would be measured with respect to an
inertial reference frame; therefore, Ais the absolute accel-
eration. Because the earth rotates, the acceleration of a
freely falling body as measured relative to the earth is
slightly less than the absol ute value. The acceleration due to
gravity g experienced by an observer on the rotating earth
includes the acceleration caused by the gravitational mass
attraction plus the effect of the rotating reference fram as
shown in Fig. 4-6. The effect of the rotating reference frane
on the acceleration due to gravity is determned by use of
Eq. 4-12. For a body that is stationary relative to the earth
and located at the surface of the earth, the terns in Eq. 4-12



Downloaded from http://www.everyspec.com

M L- HDBK- 1211(M )

. d

—@ X (WX R )

Body

Tangent Plane

Earth oblateness is exaggerated.

Figure 4-6. Relationship Between Gravitational
Cobserver on a Rotating Earth

take values as follows: @ =0,V =0,P=R,,,=R,, Ajpy
= A, Ap =8 and W= W, Substituting these values into
Eq. 4-12 and salving for g,gives

go=A,-@, X (@, XR,), m/s’ (4-28)

where

A, = acceleration vector due to gravitational nmass
attraction between earth and a free-falling
obect n's’

g = vector of acceleration due to gravity at earth
surface, s’

R, = vector fromearth center to body mss center, m

R, = radius vector fromearth center to point on earth
surface, m

@, = absol ute (sidereal) angular rate of the earth,
radls

The first termon the right side of Eq. 4-28 is the absolute
accel eration produced hy mass attraction as given in Eg. 4-
21. The second termon the right is the centrifugal accelera-
tion. The Coriolis termin Eq. 4-12 is zero in Eq. 4-28
because Coriolis acceleration is a function of velocity, and
gis defined for a body that is nomentarily stationary rela-
tive to the earth.

Both Aand Rare slightly affected by the oblateness of
the earth. ‘To account for hoth the centrifugal acceleration
and the oblateness of the earth, the values of go (the magni-
tude of g, at various latitudes are given in Table 4-2.

Mass Attraction and Gravity Experienced by an
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TABLE 4-2. ACCELERATION DUE TO
GRAVI TY AT EARTH SURFACE

LATITUDE, ACCELERATION g,

deg m/s?

0 9.780
10 9.782
20 9.787
30 9.793
40 9.802
50 9.811
60 9.819
70 9.826
80 9.830
90 9.832

The standard val ue that has been accepted internationally
for gravitational acceleration relative to the rotating earth at
sea level and at a latitude of 45 deg is 9.80665 nis’.

The proxinity of large land masses and the variations in
the density of the crest of the earth also influence the Iocal
val ue of the acceleration due to gravity by a small but
detectable amount. These gravity anomalies are negligible

in almst all applications of surface-to-air nissile simla-
ti ons.
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The variation of the acceleration due to gravity with alti -
tude is primrily the result of the R termin Eq. 4-27. The
centrifugal termin Eg. 4-28 also depends on the distance
from the center of the earth; however, for altitudes within
the atmosphere of the earth, that variation is so small that it
can usually be neglected. If the acceleration due to gravity
at the surface of the earth go is known, the acceleration at
any altitude h is given to close approximtion by

R2

e

S , m/s?
(R, +h)

(4-29)

where

g = mgnitude of acceleration-due-to-gravity vec-
tor g, ms’

go = mgnitude of the acceleration due to gravity at
the earth surface vector go, nfs’

h= altitude above sea level, m

R, = radius of the earth, m

In nissile fright sinulations the desired output is notion
relative to the earth, If the assunption of a spherical (or
oblate) rotating earth is made, calculations of missile
motion usually are performed relative to an inertial refer-
ence frame by using Eq. 4-27 for gravitational acceleration,
and the position of the nissile relative to the earth is calcu-
lated after calculating the appropriate rotational position of
the earth. Surface-to-air nissile sinulations, however, usu-
ally are based on the assunption of a flat, nonrotating earth.
In this case the motion of the missile relative to the earth is
best approxi mated by enploying the gravitational accelera-
tion g Generally, the international standard value of g or a
value selected from Table 4-2 for the appropriate latitude is
consi dered sufficiently accurate for the acceleration due to
gravity at the surface of the earth. A'though the correction
for altitude (Eq. 4-29) is small for altitudes within the atno-
sphere, the correction is such a simple calculation that it is
often incorporated in the model.

Gavitational force Fis calculated by substituting the
accel eration due to gravity into Newton's equation:

Fy=mg N (4-30)
wher e

F, = magnitude of gravitational force vector F,
wei ght of body, N

g = mgnitude of acceleration-due-to-gravity vec-
tor g, ms’

m = mss of the hody, kg.

The term Fis comonly called the weight of the object.
Thus Eq. 4-30 is the defining equation for the termueight.
The gravitational force vector F has magnitude Fand is

4-16

directed locally downward (in the direction of g in Fig. 4-6).

For surface-lo-air nmissile simulations gravity is assumed
to act with equal force on every element of nass in the mis-
sile. Thus no rotational noment is generated, and gravity is
consi dered to be acting through the center of mass of the
mssile. Actually, some nass elenents of the nissile are
slightly farther fromthe center of the earth than others, and
the elements closer to the center of the earth are attracted
more strongly. The result is that the center of gravitational
attraction is not located exactly at the center of mass (Ref.
12). This effect is enployed in the stabilization of certain
satellites.

4-5 EQUATI ONS OF MOTI ON

The equations of notion provide the means by which to
calculate nissile accelerations when forces on the nissile
are given. Par. 4-3 describes the mathematical basis of the
equations of motion devel oped directly from Newton's
equations, and par. 4-4 describes the forces and nonents
that are included in the equations of motion. W are now
prepared to develop the equations of motion in the body ref-
erence frame, which rotates relative to inertial space.

4-5.1 TRANSLATI ONAL EQUATI ONS

The basis of the translational equations of notion is

F=mV, N 4-3)
where it is understood fromthe discussion in subpar. 4-4.2.1
that F includes the sumof the external forces-aerody-
nanmc, pressure thrust, and gravitational-and the internally
generated nmomentum thrust and that the variable mass has
been correctly taken into account.

Inamnssile flight similation the usual procedure used to
solve the translational equation of motion, Eg. 4-3, is to cal-
culate the sunmation of forces F based on aerodynanic,
propul sive, and gravitational data, substitute F into the
equation, and solve for the absolute acceleration V.
Expressing Eg. 4-3 in body frame coordinates and solving
for the conponents of absolute acceleration give

v Ty mfs” |
= —, m/s
"b) inrtt m’
FJ’
V) = —2aus? [ (4-31)
b inrtl m
F
. Zb 2
v,) = —, m/s
b inrtl m 2
where
Fyy Fy, F,, = comonents of total force vector F
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expressed in the body coordinate sys-

tem N
m = instantaneous mass of particle or
hody, kg
Vipr Ypr Vo, = COMPONENts of absolute acceleration

of center of mass expressed in body
coordinate system relative to an iner-
tial frane, s’

I accel erometers, which measure nongravitational accelera-
tion relative to inertial space, were aligned with each of the
body frame axes, they would neasure the acceleration com
ponents given by Egs. 4-31 less the acceleration due to
gravity (Ref. 4). Even though Eqs. 4-31 represent conpo-
nents of absolute acceleration, that acceleration vector is
expressed in the rotating coordinates of the body reference
frane.

The objective at this point is to calculate the absolute
velocity Vof the center of mass of the missile. Vis the inte-
gral of the terms on the left side of Egs. 4-31; however, the
fact that the reference frame is rotating nust be taken into
account in performing the integration. For exanple, if the
absol ute acceleration in Eqs. 4-31 is integrated directly in
the rotating reference frame, the result is a velocity
expressed in the rotating reference frame, but it is not the
absolute velocity. Eq. 4-9 nust be enployed to find the
absol ute velocity when the integration is performed in rotat-
ing coordinates. Substituting V for Bin Eg. 4-9 and rear-
ranging give
Voor =

Vg — (@ X V), mfs®  (4-32)

where
V = absolute linear velocity vector of a body, m's

Vg = acceleration vector of a body relative to an
inertial reference frane, nfs’

Vyor = accel eration vector of a body relative to (as
viewed by an observer in) a rotating reference
frame, m's’

= angular rate vector of' rotating reference frame
relative to inertial fram, rad/s.

Eq. 4-32 can be expressed in any reference frame. The
accel eration terns are relative to a rotating frame and an
inertial flame, respectively, as indicated by the subscripts
The angular rate of the rotating frame relative to the inertia
frame is represented by . The absolute acceleration V
i's equivalent to the applied-force-to-rnass ratio, as given by
Egs. 4-31. If the integration is performed in the rotating
coordinates, V_ is the vector that must be integrated to
yield the absolute velocity V (with respect to the inertial
frame). To integrate Eq. 4-32, it must be expressed in the
coordinates of the chosen reference frane, in this case, the

body frame. The first termon the right side of Eq. 4-32 is
al ready expressed in body coordinates by Eqs. 4-31. The
vectors wand V are expressed in body coordinates by

® =piy, + gjp + 1Kk, , rad/s (4-33)
V = uip, + vjj, + wky, m/s, (4-34)
and the cross product is given by
@ X'V =(gw- i, + (ru - pw)jp
+ (pv — qu)k,,, m/s? (4-35)
wher e
ipdpkp= unit directions of x,-, vy,-,
and z-axes (body coordinate sys-
tem, respectively, dinensionless
p-g.r= conponents of the angular rate vector
@ expressed in body coordinate sys-
tem (roll, pitch, and yaw respec-
tively), radis
uv,w = conponents of absolute linear veloc-

ity vector V expressed in body coordi-
nate systemnms
V= absolute linear velocity vector of a
body, n's
angular rate Vector of rotating refer-
ence frame relative to inertial frang,
rad's.

Substituting Egs. 4-31 and 4-35 into Eq. 4-32 and substitut-
ing wfor (V,) for (V,),and v for (V,), give

FI
A N _ 2
u=— (gw —rv),m/s
F -
. y \
Vv = -=--=-=—mb--(rum-pw),m/s2 (4-36)
k 2
W =7b—(pv—qu),m/s

wher e

By By, Fy = conponent s of total forcel vector F
expressed in the body coordinate sys-
tem N

u, v, w= conponents of linear (translational)
accel eration expressed in body coordi-

nate system nis’,
Egs. 4-36 are the translational equations of motion
expressed in the hody reference frame, which rotates. Wth
the exception of the assumption that the nissile is a rigid

4-17
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body, these equations are perfectly general, i.e., no sinplify-
ing assunptions have been used in their derivation. Integra-
tion yields the absolute velocity V expressed in body
coordinates as u, v, and w

To use V to calculate the nissile path relative to the earth,
V must be transforned to earth frame coordinates. Miltipli-
cation of V by the appropriate transformation matrix from
Appendix A transforms the expression of the absolute
velocity fromrotating to earth coordinates. The absolute
velocity in inertial (fixed-earth) coordinates can then be
integrated directly without using the cross-product terms of
Eq. 4-9 to obtain the nmissile translational displacement in
inertial coordinates.

Another method used to obtain nissile velocity and dis-
placement is to transform the absolute acceleration to iner-
tial coordinates hefore integration. This is done hy
miltiplying the vector determined by Egs. 4-31, i.e., the
ahsol ute acceleration expressed in body coordinates, by the
appropriate transformation matrix from Appendix A (nce
the acceleration is expressed in inertial coordinates, it is
integrated twice without any cross-product terms to yield
absol ute velocity and translational displacenent directly in
inertial coordinates. The disadvantage of this method is that
the velocity so obtained must then be transforned hack to
body coordinates for aerodynanic force and moment calcu-
L ati ons.

The individual forces are substituted into Egs. 4-36 to
give the final translational equations of motion.

Let
Fy,, = X COMpONeENt inthe body frame of the sum of
aerodynamic forces on the missile, N
F

pxp = X COMPONENt inthe body.fr_ame of the sum of
propul sive forces on the mssile, N

ngb = x conponent in the body frame of the sum of

gravitational forced on the nmissile, N

and et similar symbols with subscripts y and z represetn,

respectively, the y and z conponents of the suns of the
forces.

Then
F, +Fp +Fg
u = i i Jcb—( w=rv) /s’
m 9 ’
FA} +FP}L +ng7 |
vV = b b b —(ru-pw), mfs
m
F +Fp -'-Fg
. 2 2 Zp 2.
w = - - (pv-qu), m/s |
4-37)
where

F“Ab' FAyb‘ F, = components of aerodynamic force

dinate system N

Fery Foy, » Fg,,, = components of grayitational force
vector F expressed in the body coor-
dinate system N

Fpryr Fpyyr Fpyy, = cOMPONENts of thrust vector F,

expressed in the body coordinate sys-
tem N

p. g, r= conponents of angular rate vectorw
expressed in body coordinate system
(roll, pitch, and yaw respectively),
radl's

u,v,w = components of absolute |inear veloc-
ity vector V expressed in hody coordi-
nate system nms

u, v, w, = components of linear (translational)
accel eration expressed in hody coordi-
nate system nis’.

4-5.2 ROTATI ONAL EQUATI ONS

Eq. 4-2 expresses the hasic relationship for rotational
mtion of a particle in an inertial (absolute) reference franme.
This equation is extended to rigid bodies by summing over
all the particles (or incremental masses) of the body. If the
monents acting on the missile are given, Eq. 4-2 is used to
calculate the angular rate wof the nissile. The angular rate
is contained within the angular nonentum vector h. In the
general case with no constraints on the axis of rotation, the
relationship between h and winvolves the inertia matrix

(also called the inertia tensor) [I]. That relationship is given
by

h = [[lo, N-m-s (4-38)
where :

{1” -1, -In] ]
= -1, 1, -, kem

l_"’xz _Iyz IzzJ

I = j(y2+zz)din Ixy=j(xy)dm
1yy= j(zz+x2)dm I;z=J("‘Z)d'"
lp= [ +yhydm I ,=[(y2)dm

x, ¥ z= coordinates of infinitesinal msses of the body,
m

dm = infinitesiml nmss, kg.

l,l,and I are called noments of inertia, and I,1,,
and | are called products of inertia. A particular orientation
of the reference frame axes relative to the body can al ways
be chosen for which the products-of-inertia terns vanish,
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giving

Ix 00 -
01,0 , kg-m’
00 Iz

i = (4-39)

Since the double subscript is required only when products
of inertia are involved, single subscripts are sufficient when
the reference frame that causes products of inertia to vanish
is selected. This particular orientation is such that the refer-
ence frame axes are aligned with the principal axes of the
body and is true for any rigid body, not only symetrical
ones. Selecting this particular reference frame greatly sim
plifies the equations of motion. Since the hody frame axes
meet this selection criterion, i.e., they are aligned with the
principal axes of the body, there is considerable motivation
to express the rotational equations of motion in the body
frame. The mmss distribution of a missile about its y-axis is
often essentially the same as that about its z-axis. Therefore,
the further simplification of setting I,equal to I,is often
possible; however, the distinction is retained here for gener-
ality,

In some applications there may be other considerations
that lead to selection of a reference frame other than the
body frane, e.g., the wind coordinate frame. In that ease the
products-of-inertia terms are, in general, nonzero, and they
mist be retained in the devel opnent of the rotational equa-
tions of notion. The result is a very conplex set of rota-
tional equations of motion (Ref. 3). Even in that case,
however, some of the products-of-inertia terms vanish if
mass symmetries exist in the body about either the xz-plane
or the xy-plane. In this handbook the hody frame is selected,
pernitting use of the sinpler diagonalized inertia matrix,
i.e., all mitrix elenents are zero except on the diagonal .

Substituting Eq 4-38 into Eq. 4-2 and taking the deriva-
tive with respect to time give

h=[16+ [0, Nm (4-40)
wher e
h= rate-of -change vector of angular monentum h,
N-m

[71=inertia mtrix of a body, kgenf

[F1=rate of change of inertia mtrix, kgenils

@ = angular rate vector of rotating reference frame
relative to inertial frame, rad/s

@ = angular acceleration vector, rads’

[f Eq. 4-40 were evaluated in an inertial reference frame, the
moments of inertia about the frame axes would change as
the body experienced rotational motion and result in non-
zero values of [I]. However, if a reference frane fixed to
the body were enployed, the inertia matrix would not be
changed by body motion and thus woul d provide another

motivation to select the body frame. During the operation of
the propul sion systemof a nissile, there is another source of
change in the noments of inertia that is not related to body

motion. As the propellant mass is expelled from the missile,

the nonents of inertia change. This change in the value of

[1] is usually updated continuously in a flight simulation, but

the time rate of change [I] is usually small enough to he
neglected in Eq. 4-40. Thus selecting the body frame and
assumng that the time rates of change of the moments of

inertia caused by propellant expulsion are small cause [I] w
in Eq. 4-40 to vanish.

Since the angular momentum h is a vector quantity, its
tine rate of change relative to aninertial reference fram (as
required by Eq. 4-2) is different fromits rate of change rela-
tive to a rotating reference frame. Again, this difference is
taken into account by employing Eq. 4-9. Substituting h for
Bin Eq. 4-9 gives

@

bpg= hpyy+oxh, Nm  (441)

wher e
h = angular nomentum vector of a body, Nems

b, = rate-of-change vector of angular momentum h
relative to inertial reference frame, Nem
fl,,,,: rate-of -change vector of angular nomentum h
relative to (as viewed by an observer in) a rotat-
ing reference frame, Nem
@ = angul ar rate vector of rotating reference frame
relative to inertial fram, rad/s.
Then, fromEg. 4-2
M= h,+®xh Nm (442)
wher e

h,,, = magnitude of the rate-of-change vector angular
nmomentum h relative to (as viewed by an
observer in) arotating reference frame, Nem

M = total nonent vector acting on the hody, Nem

If [I] is calculated relative to the body frame axes and w
is expressed in the body frame, the tine rate of change of
angul ar nomentum relative to that frame (the first termon
the right side of Eq. 4-42) is given by

fxm, =[] o, N-m. (4-43)
The second termon the right side of Eq. 4-42 is
()] xh=qr(lz—ly) ib+pr(lx—-z)jb

+ pq(ly =1 )k,, N-m. (4-44)

Substituting Egs. 4-43 and 4-44 in Eq. 4-42 and rearranging
give

4-19
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. 2
p= [L-qr(lz—ly)]/lx, rad/s
g = [M=pr(I,=1)1/1, radss’ (4-45)
. 2
F = [N—pq(ly—lx)]/lz,rad/s
wher e
Indpl, = moments of inertia (diagonal elements
of inertia mtrix when products of
inertia are zero), kgen
LM,N = conponents of total noment vector M
expressed in body coordinate system
(roll, pitch, and yaw respectively),
Ne m
p.g,r = conponents of angular rate vector w
expressed in body coordinate system
(roll, pitch, and yaw respectively),
radl's
p.g.,r = conponents of angular acceleration

w expressed in body coordinate sys-
tem (roll, pitch, and yaw, respec-
tively), rad's’

Egs. 4-45 are the rotational equations of motion
expressed in body frame coordinates. Integration of Egs. 4-
45 yields the inertial angular rate wof the missile expressed
in rotating body coordinates p, g, r.

4-5.2.1 Rotational Accelerations

Egs. 4-45 give the absolute angular acceleration of the
mssile about its center of mass, expressed in the body refer-
ence frame. These equations are used to cal cul ate-the angu-
l'ar acceleration when the nonents on the nmissile are given.
[f the moment terms L, M and Nin Egs 4-45 are separated
into aerodynamc and propulsion components, this equation
becones

p=[Ly+ L—qr(I,~1)1/1,,radls’

G=[M,+M,~rp(I,~1)]/I,radls’

(4-46)
wher e
L4 M4 N, = conponents of aerodynam ¢ nonent
vector M\ expressed in body coordi-
nate system (roll, pitch, and yaw,
respectively, Nem
conponents of propul sion monent
vector Mexpressed in body coordi-

nate system (roll, pitch, and yaw,
respectively), N.m

LMy, =

4-20

4-5.22 Gyroscopic Mments
To evaluate the angular momentum vector h (Eg. 4-38) it
is assuned that the mssile is a single rigid body. If some
portions of the missile mass are spinning relative to the
body reference frame, e.g., spinning rotors, the additional
angul ar monentum may be significant enough to be consid-
ered in the equations of rotational notion. Each spinning
mass has an angul ar momentumrelative to the body axes.
This can be conmputed from Eq. 4-38 by interpreting the
moments of inertia and products of inertia as those of the
rotor with respect to axes parallel to the hody axes and ori-
gin at the rotor mass center. For this application the angular
velocity in Eq. 4-38 is interpreted as that of the rotor relative
to the body axes. Let the resultant relative angular nomen-
tumof all rotors be h", assumed to be constant. It can be
shown that the total angular momentumof a missile with
spinning rotors is obtained sinply by adding h" to the h pre-
viously obtained
h=[llo +h’, Nnm-s 4-47)
wher e
h = angular nomentum vector of body, Nems
h” = angular monentum vector of all rotors, Nems
{71 = inertia mitrix of a body, kgeni

@ = angular rate of rotating reference frame relative
to inertial frame, rads.

As a result of adding h" terms to the angular nomentum
equation (Eg. 4-38), certain extra terms, known as gyro-
sc-epic couples (Ref. 2), appear in the rotational equations of
motion. After adding these terms and solving for the angular
rate conponents, the rotational equations of motion for a
mssile with spinning rotors are

* ’ ’ 2
p=[L- qr(lz—ly)--qhz +rhy]/lx,tad/s

. ? ? 2
g= [M—pr([x—lz) -k, +phy_1/l , rad/s

. _ . 2
r= [N«—-pq(Iy—lx) - pk, +qhy]/1z,rad/s )
(4-48)
wher e
hy k3, hy = conponents of rotor angular nomen-
tumvector h" expressed in the body
coordinate system Nems.

The angular nomentum of a given rotor is

b =[I'1Q, Nm-s (4-49)
where
[7}= inertia mtrix of a rotor relative to the body

coordinate system kgenf
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WE angular rate vector of the rotor relative to the
body coordinate system p'i,+ q'j,* r'k,
rad's.

For the general case the inertia matrix [I] for a rotor will
include the rotor products of inertia; however, if the rotor
axis is aligned with a nissile body axis, the rotor products
of inertia will vanish. The rotational equations of motion for
amnmssilewthasinglerotor, and with the rotor axis aligned
with a body axis, become

~

p=[L-gr(,-1) -qr'l, +rq’'[1/1,
2
rad/s
- I (4 & 4
g = [M-2pr(IX-=-Iz) -rp’l +pr'l; ]/Iy,
rad/s
t=[N-pg(,-1)-pq'l, +qp’I, 1/1,
2
rad/s
(4-50)
where
1", 1", 1".= diagonal elements of rotor inertia
matrix relative to body axes, kgznt
P, ¢, " = conponents of rotor rate vector
expressed in body coordinate system
(roll, pitch, and yaw respectively),
radl's
L, MN = conponents of total noment vector M
expressed in body coordinate system
(roll, pitch, and yaw respetively,
N-m
p,qr = components of the angular rate vector
wexpressed in hbody coordinate sys-
tem(roll, pitch, and yaw respectively,
radl's
LI, = nonents of inertia (diagonal elements

of inertia matrix when products of
inertia are zero), kgen.

Note that in Egs. 4-50 if a hypothetical internal rotor has
inertial and rotational rate conponents that are identical to
those of the airframe without the rotor, i.e., prined terns=
unprined terms, the terms representing the rotor are identi-
cal with the terms representing the airframe without the
rotor, as expected. This observation serves only to give an
understanding of the additional rotor terms and to add credi-
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bility to them

4-5.2.3 Rate of Change of Euler Angles

As discussed in par. 4-2 and shown in Fig. 4-2, the orien-
tation of the body reference frame is specified by the three
Euler angles, Y, @pd f As the nissile changes its orienta-
tion in space, the Euler angles change. The rates of change
of the Euler angles are related to the angular rate wof the
body frame. This relationship is givenin terns of the com
ponents of win the body reference frame (p, g, and r) by
Ref. 2

&) = p + (gsind + rcosé)tan6, rad/s

0 = gcos¢ —rsing, rad/s (4-51)
¥ = (gsind + rcos¢) / cos@, rad/s
where
© = Euler angle rotation in elevation (pitch angle),

. rad (deg)
@ = rate of change of 0, rad/s

& = Euler angle rotation in roll (roll angle),
rad (deg)

¢ = rate of change of g rad/s

W = rate of change of Euler rotation in azinuth,
rad/s.

The angular orientation of the missile at any timet is
Cbtained by integrating Egs. 4-51 fromlaunch to time t and
adding to the initial orientation angles at |aunch.

4-6 APPLI CATION OF EQUATIONS OF
MOTI ON

The dynanic motion of a missile is calculated by using
the equations of motion given in this chapter. The methods
used to calculate the aerodynanic and propul sive forces and
monents are given in Chapters 5 and 6, respectively. The
gravitational force is determned fromTable 4-1 or Eq. 4-
29. At each conputational tinme step these forces and
monents are substituted into Egs. 4-37 and 4-46, respec-
tively, toyieldthe transiational and rotational accelerations
of the missile. These are absolute accelerations expressed in
the rotating body coordinates. Integration of these accelera-
tions gives the translational and rotational absolute velocity
conponents expressed in the rotating coordinates. These
velocities are transformed to the fixed-earth (inertial) sys-
temby using the transformation equations in Appendix A
The resulting absolute velocities are integrated in earth
coordinates to yield missile position in earth coordinates.
The attitude of the missile in earth coordinates is obtained
by integration of Egs. 4-51.
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CHAPTER 5
M SSI LE AERODYNAM CS

As stated in Chapters 3 and 4, sinulation of nissile flight requires calculation of the forces and monents that act on the nis-
sile. The particular forces and moments contributed by aerodynanics are addressed in detail in this chapter The various
sources of aerodynanmic data are discussed; representation of aerodynamic data in the form of force and noment coefficients is
presented; and stability derivatives are defied Methods and equations for employing the data in the calculation of the aero-
dynam ¢ force vector F,and the aerodynanic monment vector Mam described Effects of atnospheric properties-density,
pressure, viscosity, and speed of sound---and of airflow parameters-Mach nunber and Reynol ds nunber--on the aerody-
namc forces and moments are discussed Methods used to sinplify the calculations are presented and special methods appli-

cable to rolling airframes are described

5-0 LI ST OF SYMBOLS

C = general aerodynamic coefficient based on
body cross-sectional area, dinensionless

G- aerodynamic drag coefficient., dimensionless

Cp, - zero-lift drag coefficient, dimensionless

Co, ~ slope of curve formed by Cyversus , rad’
(deg’)

G= general aerodynamic force coefficient,

di mensi onl ess

C= aerodynanic lift coefficient, dinensionless

CL,= slope of curve formed by lift coefficient Q
versus angle of attack a, rad’(deg”)

CL5: slope of Curve formed by lift coefficient C
versus control-surface deflection dyad’
(deg”)

C aerodynanic roll moment coefficient about
center of mss, dinensionless

C,p: roll danping derivative, rad’(deg?)

C,S: slope of curve formed by roll monent coeffi-
cient Gversus effective control-surface
deflection , rad*(deg’)

CF general aerodynanic nonent coefficient,

di mensi onl ess

aerodynami ¢ pitch monent coefficient about

center of mass, dinensionless

Cm, = pitch danping derivative relative to pitch
rate g, rag (deg™)

Cner = pitch monent coefficient about reference

nonent station, dimensionless

cm,= slope of curve formed by pitch moment coef-
ficient c versus angle of attack a, rad’
(deg’)

Cmg =pitch danping derivative relative to angle of
attack rate a (slope of curve formed by C,
versus d), rad'(deg”)

C,,,8=s|ope of curve formed by pitch monent coef-
ficient Cversus control-surface deflection
6, rad”(deg”)

c,, = coefficient corresponding to conponent of
nornal force on yb-axis, dimensionless

Cc.=

51

C\, = coefficient corresponding to conponent of *

nornal force on z-axis, dinensionless
C, = aerodynanic yaw moment coefficient about

center of mass, dinensionless
yaw danping derivative relative to yaw rate
r, rad' (deg”)

C,,”fa—- yawing monent coefficient about reference
noment  station, dinensionless

C’,,B=sl ope of curve formed by yawing noment
coefficient Cversus angle of sideslip 8,
rad”’ (deg")
yaw danping derivative relative to angle-of-
sideslip rate byad’(deg?)
slope of curve formed by yaw noment coef -
ficient Cversus effective control-surface
deflection drad’(deg”)

C, = general aerodynanic coefficient based on
wetted area dimensionl ess

D = magnitude of aerodynanic drag force vector
D, N

d= aerodynamc reference length of body, m

F,= resultant aerodynamic force vector, N

F= general force (aerodynamic), N

F,= mgnitude of resultant aerodynamc force
vector F, N

lo1,1,= monents of inertia of nissile including any

rotors (diagonal elements of inertia matrix
[1] when products of inertia are zero), kgent
I, 1, 1,= diagonal elements of rotor inertia mtrix [I]
relative to body axes, kgent
J=1,=1,for symetrical nmissile, kgent
k= constant depending on body shape and flow
regime, dimensionl ess
L,MN = conponents of total nonent vector M
expressed in hody coordinate system (roll,
pitch, and yaw, respectively), Nem
L, M, N,= conponents of aerodynami ¢ nonent vector
Mexpressed in body coordinate system
(roll, pitch, and yaw respectively), Nem
magnitude of aerodynanic lift force vector
L N
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M, = aerodynanic monent vector, Nem
M= Mach number, dinmensionl ess
p,g,r = conponents of the angular rate vector
expressed in body coordinate system (roll,
pitch, and yaw respectively), rad/s (deg/s)
p.g,r = conponents of the angular acceleration of
the missile measured with respect to the x.- -,
Y-, and z.-axes, respectively, rad/sz(deg/sz)
= conponents of rotor rate vector  expressed
in body coordinate system (roll, pitch, and
yaw, respectively), rad/s (deg/s)
Py = anbient atmospheric pressure, Pa
p= constant or nearly constant roll rate of ms-
sile, rad/s (deg/s)
Q= dynamc¢ pressure parameter, Pa
S = aerodynamic reference area, nf
S,= cross-sectional area of body, nf
S, = wetted area of body, ni
V = speed of a body, speed of air relative to a
body, magnitude of velocity vector V, mfs*
V.= speed of sound in fluid, ms
X= exponent depending on body shape and air-
flow regine, dimensionless
Xem= instantaneous distance from mssile nose to
center of mass, m
X, = distance fromnissile nose to reference
monent station, m
a=angle of attack in pitch plane, rad (deg)
o= angle of attack rate, rad/s (deg/s)
b= angle of sideslip (angle of attack in yaw
plane), rad (deg)
&= general or effective angular deflection of
control surface relative to a body, rad (deg)
8, = angle of effective control-surface deflection
in the pitch direction, rad (deg)
8peat =peak control -surface deflection during revo-
fution of mssile, rad (deg)
o, = effective control-surface deflection angle
corresponding to roll, rad (deg)
8,:= angle of effective control-surface deflection
in the yaw direction, rad (deg)
8y, = average conponent of control-surface
defection in y-direction, rad (deg)
OF missile pitch angle (Euler angle rotation in
elevation), rad (deg)
il = atnospheric dynamic viscosity, kg/(ms)
v = atmospheric kinenatic viscosity, nils
p = atnospheric density, kg/ni
@=mssile roll angle (Euler angle rotation in
roll), rad (deg)
= angular rate vector of rotor relative to body
coordinate system rad/s (deg/s)

P,

o= anqular rate vector of similated mssile,
rad/s (deg/s)
o= angular rate, rad/s (deg/s)

5-1 | NTRCDUCTI ON

Aerodynani ¢ flow over a body has different characteris-
tics, depending on the speed of the air relative to the body.
The aerodynani ¢ coefficients in turn depend on these char-
acteristics of the flow The different flow characteristics are
grouped into five basic flow regims based on Mach number
M These regimes are described as inconpressible sub-
sonic, conpressible subsonic, transonic, supersonic, and
hypersoni ¢c. Conmonly accepted ranges of Mch nunber
that define these flow classifications are

1. Inconpressible subsonic flow 0 < My < 05
2. Conpressible subsonic flow: 05 <€ My < 0.8
3. Transonic flow 08 = My <12
4. supersonic flow 12 £ My <5
5. Hypersonic flow 5 £ My

There are two general types of aerodynanmic forces on a
body. normal (or pressure) forces and tangential (or shear-
ing) forces (Ref. 1). Pressure forces can act only norml to
the surface of the body. The tangential (shearing) forces
result fromthe viscous shearing stress between successive
layers of fluid molecules adjacent to the surface of the body.
These tangential forces are comonly called friction forces.
In addition to causing fiction forces, viscous effects can
also influence the flow pattern around the body and thus
affect the pressure force. Tile pressure forces are affected
al so by shock waves and expansion waves, which are
formed about the body when the flow is supersonic (Ref. 1).
The total pressure force on the body is the vector sumof all
the aerodynanic forces normal to the various surfaces of the
body. Simlarly, the total fiction force is the vector sum of
all the tangential forces. The combination of these two types
of forces at any instant of time determines the total aerody-
namc force and moment on the body.

[f the incremental pressures and tangential forces on the
mssile could be predicted within a mssile flight sinulation,
they could be integrated over the entire surface of the ms-
siletoyield directly the aerodynamc forces and moments.
Athough methods of analyzing fluid flow to calculate these
incremental pressures and incremental tangential forces on
arbitrary bodies are fundamental in the study of aerodynam
ics, these methods are only now becoming feasible on the
largest and fastest computers. The computational task
required to use this approach directly in a flight simlation
would be prohibitive.

The classical method used to determne aerodynanic
forces and moments on a body is by experiments in which
the integrated forces and moments on a model of the body
are neasured in a wnd tunnel. (See subpar. 5-4.2 for a dis-

*The synbol V represents the speed of a body, such as a particle, missile, or target. In this handbook the speed of the air relative to a body is
equival ent to the speed of the body because the effects of atmospheric winds are not treated. Where it is inportant to distinguish between
mssile and target speeds. appropriate subscripts Mor T are used. General aerodynanic equations are written without these subscripts.
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cussion of wind tunnel s.) For an airborne vehicle these nea-
surenents are made under various conditions of flow and
with various vehicle attitudes relative to the flow. These
measurements provide a large body of data covering essen-
tially all anticipated flight conditions for that vehicle. Vhen
such model data are available for a mssile configuration,
they can be scaled up to be applicable to the full-scale nis-
sile.

Analytical equations and data for estimating aerodynanic
forces and moments have been developed based partially on
theory and partially on wind tunnel neasurenents on great
nunbers of different model configurations and flow condi-
tions. Although these analytical nethods are generally not
as accurate as actual wind tunnel neasurenents for a given
mssile configuration, they are a means of calculating force
and noment estimates when wind tunnel data for a missile
configuration are not available.

Mich of the effort of the National Advisory Committee
for Aeronautics (NACA)-predecessor to the National
Aeronautics and Space Administration (NASA)--was dedi-
cated to investigation of aerodynamc forces and monents.
This work included extensive wind tunnel testing and ana-
Iytical studies aimed at providing methods of evaluating the
variation of forces and monents with changes in the type of
flow and changes in vehicle configurations (Ref. 2). The
outputs from nost of these tests and studies are in the form
of aerodynamc coefficients associated with very detailed
descriptions of the geometry and motion of the vehicle and
of the flow conditions. An aerodynamic force coefficient is a
practical means of |umping the many necessary consider-
ations into a manageabl e parameter that can be used to cal-
culate aerodynamic forces under specific conditions.

5-2 AERODYNAM C CCEFFI C ENTS

In nmissile flight sinulations the aerodynan ¢ forces and
moments on the missile nust be calculated at each conpu-
tation tine of the similation. Regardless of whether aerody-
nanmc forces and noments are determined by wind tunnel
measurements or by analytical predictions, they are
expressed mathematical |y by means of dinmensionless aero-
dynam ¢ coefficients, such as Gin Eq. 3-3 and G,in Eg.
3-4. The dinensionless aerodynanic coefficients, which are
i ndependent of the missile size for a given configuration, are
the standard means of converting data obtained from wind
tunnel models to data that are applicable to full-scale nis-
siles (Ref. 3).

5-2.1 APPLI CATI ON OF AERODYNAM C
COEFFI CI ENTS

For high-fidelity flight simulations nonlinear aerody-
namc coefficients are input to the sinulation by means of
extensive tables or function generators covering all the
anticipated variations in the applicable parameters. How
ever, the coefficients are often approximately linear in the

5-3

regions of most interest, and sinulations are often based on
linearity assunptions, which permit acceptable fidelity to be
achieved using greatly sinplified data as input. The input
tables can then be reduced to much smaller tables contain-
ing only the values of the slopes of the linearized coefficient
curves. These slopes, or derivatives, of the curves have heen
used extensively in aerodynamic stability analyses and are
therefore called stability derivatives.

Wen stability derivatives are used, instantaneous aero-
dynani ¢ coefficients are calculated in the sinmulation by
miltiplying the appropriate derivative by the instantaneous
value of the applicable variable (subpar. 5-2.1.5). If it is
necessary to include nonlinearities, they can be approxi-
mated by adding terms involving powers of the parameters.
Coefficient and derivative data for aerodynamc monents
are hased on specified locations of the center of mass of the
mssile. Wen the instantaneous center of mass differs from
the one on which the input data are based, the moment coef-
ficients nust be corrected Egs. 5-12).

To apply test data or enpirical methods in a flight simlat-
ion, it is necessary that the factors affecting aerodynamc
forces and moments be presented in their proper relation-
ship. This relationship has been deternined by the nethod
of dimensional analysis (Refs. 1 and 4) and confirmed by
one-dimensional fluid mechanics theory, by potential theory
(Ref. 1), and by wind tunnel and flight testing. For aerody-
namc forces this relationship is given by the faniliar form
of the aerodynamic force equation enployed extensively in
aerodynani cs:

F=0.5pV2CpS,N (5-1)
where
C. = general aerodynanic force coefficient, dimen-
sionl ss
F= general force (aerodynamc), N
S= aerodynanic reference area, ni
V= speed of a body, speed of air relative to a body,
magni tude of velocity vector V, nis
p = atmospheric density, kg,
In practice Fand Care always expressed in terms of spe-

cific components, e.g., drag force Dand coefficient of drag
G (subpar, 5-2.1.4).

5-2.1.1 Dynam ¢ Pressure Paraneter

The term 0.5pV'is a very inportant quantity, known as
the dynamc pressure parameter, which was discussed in
subpar. 3-3.2.3. The dynanic pressure paraneter is equal to
the kinetic energy per unit volune of air. Two equivalent
forms of the dynamic pressure parameter were presented in
Chapter 3 as

Q=0.p,M; ,Pa (3-5)
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Q=0.5pV?,Pa (3-6)
wher e

M, = Mach nunber, dinmensionless

Pa - ambient atnospheric pressure, Pa

Q = dynami ¢ pressure paraneter, Pa.

Whenever a fluid passes around an object there is a point at
which the flow divides—part goes one way and part the
other. This point of division is called the stagnation point
because, theoretically, the nolecules of fluid at this point
are brought to rest relative to the object. At the stagnation
point the rise in pressure, caused by the loss of all kinetic
energy of the fluid is called the dynamc pressure, which in
inconpressible flowis equal to the dynamc pressure
parameter Q Thus in inconpressible flow the force on the
body per unit area at the stagnation point is equal to the
dynami ¢ pressure parameter.

Although the dynamc pressure actually acts only at the
stagnation point, Eq. 5-1 shows that the total aerodynanic
force F on the entire body is proportional to the dynamic
pressure parameter.

In conpressible flow the actual dynamc pressure is
larger than the dynamc pressure paraneter (Ref. 3); never-
theless, accepted practice is to use the dynamc pressure
parameter to characterize hoth inconpressible and com
pressible flows. The difference is taken into account by the
dependency of the force coefficient on Mach nunber.

5-2.102 Force Coefficient

The force coefficient Cis a dimensionless coefficient
that accounts for all the factors that affect aerodynamc
force except those included explicitly in Eg. 5-1. Force
coefficients usually are based on tests and are defined as the
ratio of the measured force to the product of the dynamic
pressure paraneter and the reference area, as shown hy
solving for the force coefficient in Eg. 5-1. The force coeffi-
cient can be viewed as a proportionality between the actual
aerodynam ¢ force on a body and a reference force. The ref-
erence force is the force that would result fromapplying a
pressure equal to the dynamic pressure parameter to the ref-
erence area.

The value of the aerodynanic force coefficient for a
given body configuration is affected primarily by the shape
of the body (including any control-surface deflections), the
orientation of the body within the flow (angle of attack), and
the flow conditions. For the types of flow generally encoun-
tered in surface-to-air flight similations, the flow conditions
can be specified by two parameters: the Mach nunber and
the Reynol ds nunber.

5-2.1.2.1 Effect of Maich Nunber

As previously defined, the Mach nunber is the ratio of
the nissile speed, i.e., the relative speed of fluid flow to the
speed of sound in the ambient air. As the mssile speed
approaches and exceeds the speed of sound, the conpress-

5.4

ibility characteristics of the air have a pronounced effect on
the aerodynanic forces and monments. Shock waves are
formed that affect the pressures and the distribution of pres-
sures on the surface of the vehicle. These conpressibility
effects are taken into account in aerodynanic force and
moment equations by including them in the aerodynamc
coefficients. The compressibility effects are so inportant
that aerodynamc force and monent coefficients for missiles
are always given as functions of Mch nunber.

5-2.122 Effect of Reynolds Nunber

Another fluid-flow property that affects the values of the
aerodynam ¢ force and moment coefficients is characterized
by the Reynolds nunber. The Reynolds number is a mea-
sure of the ratio of the inertial properties of the fluid flowto
the viscous properties. Reynolds nunber is given by

_ pvd

Reynol ds nunber = *—, dimensionless (5-2)

wher e
d = aerodynamc reference length of body, m
V= speed of a body, speed of air relative to a body,
magni tude of velocity vector V, m's
i = atmospheric dynamc viscosity, kg/(ms)
p = atnospheric density, kg/nm.

The reference length d is a scale factor that accounts for the
effect of the size of the missile on the flow characteristics.
The missile diameter is often selected as the reference
length, but the length of the nissile body is also commnly
used. Force coefficients are functions of Reynolds nunber.
Vhen a force coefficient is given, the Reynolds number
upon which it is based nust also be given; in addition, the
mssile dimension used as a reference length for the Rey-
nol ds nunber nust be specified.

Although Reynolds number varies as the missile changes
speed and altitude, the effect on the aerodynamc force coef-
ficients is generally small over the mjor portion of the
flight of a typical surface-to-air missile. For this reason the
variation of the force coefficients with Reynolds number is
often neglected in mssile flight simulation, except to ensure
that the force coefficient data correspond to the general
range of Reynolds numbers typical of full-scale missile
flight. The variation of force coefficients with Reynolds
nunber becomes inportant for missiles that fly to very high
altitudes, greater than about 15 km and in the interpretation
of wind tunnel data based on small-scale models.

5-2.1.3 Reference Area

Aerodynami ¢ pressures and tangential forces per unit
area nust be integrated over the surface area of the hody to
yield the force on the body. This dependence on area is
represented in Eg. 5 | by the reference area Swhich is actu-
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ally a scaling factor, rather than a specific area acted on by a
specific pressure. The reference area accounts for the rela-
tive size of the hody in aerodynamic force calculations.
Under simlar flow conditions, the aerodynamic forces on
geometrical |y simlar bodies are proportional to the respec-
tive reference areas of the bodies. For geonetrically sinmilar
bodies, the proportionality is constant, regardiess of which
area of the bodies is selected as the reference area. For a
given body and flow the product of the force coefficient and
the reference area GS must not vary with different choices
for the reference area; therefore, the value of the force coef-
ficient depends on which area of the body is used as the ref-
grence area.

Although the selection of the particular area of the hody
to he employed as the reference area Sis conpletely arbi-
trary, comon practice is to use the wing planformarea for
airplanes and the body cross-sectional area for missiles.
Cther areas are sometimes used for specific applications.
For exanple, the body wetted area, i.e.,total surface
exposed to the air, is used for calculations of viscous fric-
tion forces; however, when these viscous components are
combined with the pressure forces, a single reference area is
needed. A coefficient based on wetted area is converted to
the hody cross-sectional area hy

S,

G :S:'

= C, di nensi onl ess (5-3)

wher e
Cp, = general aerodynamc coefficient based on body
cross-sectional area, dinensionless
C,, = general aerodynamic coefficient based on wet-
ted area dinensionless
Sp = cross-sectional area of body, nf
S, = wetted area of body, nf.

When coefficients based on other reference areas are
encountered, they can be converted to any desired reference
area hy equations of the formof Eq. 5-3 based on the equiv-
alence of the product GS.

An aerodynanic coefficient determined for a subscale
model of a missile is directly applicable to the full-scale
mssile under similar flow conditions when used in Eq. 5-1,
in which the corresponding reference area of the full-scale
mssile is used.

5-2.1.4 Conponents of Forces and Monents

The resultant aerodynanic force F,is always considered
interms of its components, either |ift and drag or nornal
force and axial force, as discussed in subpar. 4-4.1. There-
fore, values for a total aerodynamic force coefficient Cof a
hody are never used. The relationshi ps anong drag, axial
force, lift, and normal force were given by Egs. 4-13 and 4-

5-5

14. These equations show that under conditions of zero lift,
i.e., angle of attack = O, drag and axial force are identical
and lift and normal force are identical. In the general case in
which the angle of attack 1O the resultant aerodynamc
force can be resolved into either lift/drag components or
normal - force/ axi al -force conponents, and given aerody-
namc data tables may be encountered in either or both sets
of coordinates. For proposes of flight simulation, working
with lift/drag components has the advantage that these force
conponents produce accel erations perpendicular to and
along the path of the vehicle. Therefore, discussions in the
fol lowing paragraphs enphasize the use of lift and drag
conponents.

The drag coefficient Cand the lift coefficient Care
typically used in Eq. 5-1in place of Cto define the respec-
tive conponents of the resultant aerodynanic force F. The
expressions for Dand L are

D =0.5pV3Cp S, N (5-4)

L=0.5pV?C;S,N (5-5)
wher e
Cp = aerodynamc drag coefficient dimensionless
Cp = aerodynanic lift coefficient, dimensionless
D = mgnitude of aerodynamic drag force vector D,
N
L =magnitude of aerodynamic lift force vector L,
N
S =aerodynanic reference area, ni
V = speed of a hody, speed of air relative to a hody,
magni tude of velocity vector V, nis
p = atnospheric density, kag/n.

In calculations and discussions these components are han-
dled. as separate but dated forces.

Theory and experinment show that the equation to calcu-
late aerodynamic moments is analogous to that for aerody-
nanic forces but with the addition of a characteristic length
termd as indicated previously by Eq. 3-4. For nissiles this
reference length is usually taken as the body diameter. As
with aerodynanic forces, aerodynanic nonents are always
considered in terms of their conponents. The aerodynanic
rolling mement i.e., the moment about the x-axis in the
body reference frame, is calculated by substituting the roll-
ing monment coefficient Cinto Eq. 3-4 in place of the gen-
eral termCw In a like manner, the aerodynamic monents
about the other two axes are given by sinilar equations
using the pitching noment coefficient Gand the yawing
noment coefficient C. Expressions for the aerodynamc
noment conponents about the coordinate axes are

L, =0.5pV2C,Sd,N-m (5-6)
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M, = 0.5pV2C,,5d, N-m (5-7)

N, = 0.5pV3C,Sd, N'm (5-8)
where
C = aerodynamic roll noment coefficient about
center of mass, dinmensionless
C., = aerodynanic pitch noment coefficient about
center of mess, dimensionless
C = aerodynanmi ¢ yaw nonent coefficient about
center of mess, dimensionless
d = reference length of body, m
L, M, N, = components of aerodynani ¢ noment vector
MA expressed in body coordinate system
(roll, pitch, and yaw respectively), Nm
S = aerodynanic reference area, nf
V = speed of a hody, speed of air relative to a
body, magnitude of velocity vector V, m's
p = atmospheric density, kg

For mssiles in a mature state of devel opment, very
detailed force and moment coefficient data maybe available
as a function of Mch nunber, altitude, angle of attack, and
sonetimes control-surface deflection. In this case the nost
accurate use of these data in a sinulation is through direct
tabular data inputs with interpolation anong the tabular val-
ues rather than by use of the stability derivatives, which are
discussed in subpar. 5-2.1.5 and par. 5-3.

5-2.1.5 Linearity Assunption

Aerodynami ¢ coefficients are typically plotted as func-
tions of parameters such as angle of attack control-surface
deflection angle, and nissile roll position. In general, these
are not linear over all values of the parameters. The nost
applicable portion of the curves, however, are often
approximately linear, and advantage has been taken of this
fact in classical aerodynanc analyses. The assumption of
linearity allows the behavior of a given aerodynanic coef-
ficient relative to a given parameter to be described hy
specifying only the slope, or derivative, of the curve. The
value of the aerodynamic coefficient is calculated easily by
miltiplying the value of the slope by the value of the
paraneter. For exanple, if the slope of the curve relating
the coefficient of lift to the angle of attack is givenas C,
then the lift coefficient can be deternined for a given angle
of attack by Q = CQ,a. When the parameter is an angul ar
rate, the derivative is made nondimensional hy taking it
with respect to the nondimensional velocity parameter wd/
(2V)* in which wrepresents an angular rate. For exanple,
the pitch danping derivative is given by

0
o

. ,radt (deg) (59
Y a(i‘i) g )

[\

where
Cm = aerodynamic pitch monent coefficient about
center of mass, dimensionless
Cm, - Pitch danping derivative relative to pitch rate
g, rad’ (deg”)
d = aerodynanic reference length of body, m
g = pitch conponent of angular rate vector wex-
pressed in body coordinate system radls
(deg/s)
V = speed of a body, speed of air relative to a hody,
magnitude of velocity vector V, ms.

See Refs, 4 and 5 for justification of this formlation,

5-2.2 DRAG COEFFI CI ENTS

As an example of the calculation of aerodynanic forces,
Fig. 51(A) shows a disk in a flow streamthat is perpendic-
ular to the surface of the disk with air density p and relative
velocity V The aerodynamic drag on the disk is given by
Eg. 54, If the surface area of the disk is selected as the ref-
erence area, the value of the drag coefficient Coin incom
pressible flow has been deternined experimentally to be
approximately 1.17 at a Reynolds nunber of 10°(Ref. 6). If
an aerodynanical |y shaped nose and tail are added to the
disk forming a body with a length-to-diameter ratio of about
12 (Fig. 5-1(B)), the drag coefficient is reduced to about 0.1
for sinilar flow conditions and the same reference area
(Ref. 6). Thus the drag force on the streamined body is Iess
than one-tenth that on the disk of the sane diameter. If the
di mensions of the body are doubled (quadrupling the cross-
sectional area), the force coefficient Cis unchanged
(neglecting small Reynolds nunber effects), but the aerody-
namc drag D is quadrupled.

As atmospheric air passes around a hody with a blunt rear
end, the pressure of the air immediately behind the body is
reduced. ne of the conponents of drag, called base drag, is
caused by this reduced pressure acting on the area of the
rear end, or base, of the nissile, as indicated in Fig. 5-2.
After burnout of the rocket motor, atnospheric pressure acts
on the entire base area as shown in Fig. 5-2(A). During the
time the rocket motor is burning, the area of the exit plane
of the rocket nozzle fills with propellant exhaust gases;
therefore, the atnospheric pressure acts only on that portion
of the missile base area that does not include the nozzle exit
area, as shown in Fig. 5-2(B), and the base drag is conse-
quently reduced. The typical flight of a simulated missile

*The nondimensi onal velocity parameter wd /(2V) represents the angle in radians of the helix described by a point located at radius d/2 from
the axis of a rotating body. The air striking the surface at this angle creates the angular danping moment. Since the selection of the reference
length d is arbitrary, the value of d nust be stated in order for a stated value of Cnuto be meaningful. (Refs. 3 and 4)
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Figure 5-1. Conparison of Drag on a Disk and an Aerodynanic Shape

includes both power-on and power-off phases; therefore,
drag characteristics for both phases must be provided. The
drag coefficient for a typical, generic surface-to-air missile
at zero angle of attack and zero control-surface deflection
(zero 1ift) is shown as a function of Mach nunber in Fig. 5
3 for both power-on and power-off conditions.

[f control surfaces are deflected and the missile rotates to
an attitude having an angle of attack the drag increases.
This increment of increase is called drag-due-to-lift. A typi-
cal relationship between drag and lift, called the drag polar,
i's shownin Fig. 5-4. In general, this relationship can be rep-
resented by a polynonial equation of the form

Cp=Cp, + kCj ,dimensionless (5-10)
where
Cp = aerodynamic drag coefficient, dimensionless
Cpy = zero-lift drag coefficient, dimensionless
Cy = aerodynamic lift coefficient, dinensionless
k= constant depending on body shape and flow
regime, dinensionless
x = exponent depending on body shape and airflow
regi me, dimensionless.
The second termon the right is called the induced drag

5-7

coefficient, or drag-due-to-lift coefficient. In subsonic flow
there are many vehicle configurations for which the drag
coefficient is a quadratic function of the lift coefficient (x =
2) for some portion of the lift coefficient curve. Also, for
thin-winged configurations operating at moderately super-
soni ¢ speeds (typical of most surface-to-air missiles), the
approximation x =2 can be used, as in the subsonic case.
Engi neering practice often is to use the quadratic approxi-
mation at transonic speeds also, even though this is not fully
justified froma theoretical standpoint. For thin-winged con-
figurations that operate in the hypervelocity domain, the
approximation x = 3/2 is appropriate (Ref. 7). For nost sur-
face-to-air mssile flight simulations, the quadratic form of
the parabolic polar (x =2) is applicable.

Al'though missile drag at a given angle of attack is
slightly affected by the angle of control-surface deflection,
this effect is often considered to be negligible (Ref. 7)
Wen it is not considered to be negligible, the additional
drag due to control-surface deflection can be taken into
account by Eg. 5-10 with the addition of an extra termof the
form- inwhich is the effective control-surface
deflection angle and Cois the slope of the Cyversus d
curve, assuming linearity.
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Figure 5-2. Effect of Rocket Plume on Base Drag
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For Specified Values of

Zero-Lift Drag Coefficient Cpy | dimensionless

Reference Area
Reynolds Number Range
(or altitude range)
1 " 1 J

Mach Number My, , dimensionless

Figure 5-3. Zero-Lift Drag Coefficient

Zero-Lift Drag
Drag Due to Lift

/o Stall Point
/

For Specified Valuas of

Mach Number
Re Number
Reterence Area

Lift Coefficient c;, dimensioniess

<o
0 *
Drag Coefficient cp,, dimensionless

Figure 5-4. Drag Polar

5-2.3 LIFT CCOEFFI CI ENTS

The lift is the primary force that causes a nissile to
maneuver. Lift is considered to he a desirable guantity,
whereas drag is an undesirable quantity because it expends
mssile energy. Unfortunately, lift is bought at the expense
of additional drag, as shown in Eg. 5-10 and Fig. 5-4. The
lift force is generated by the combined effects of airflow
over all the surfaces of the missile including the hody.

Fig. 5-5 shows a typical plot of lift coefficient as a func-
tion of angle of attack. Over a large portion of the lift curve,
the lift coefficient is approximtely linear with angle of

Stalling Point

For Specified
Velues of

Mach Number
Reynolds Number

Reference Area

Lift Coefficient c;, dimensionless

Angle of Attack a,deg

5-5. Coefficient of Lift Versus Angle of
At t ack

attack. This allows the lift coefficient at a given angle of
attack to be calculated using

wher e
C; = aerodynamic |ift coefficient, dinensionless
Cr, = slope of curve formed by lift coefficient G ver’
sus angle of attack a rad”(deg?)
o= angle of attack in pitch plane, rad (deg).

At high angles of attack, flow separation from the hody
causes the Iift coefficient to vary in a nonlinear manner,
depending on the Reynol ds number. As the angle of attack is
increased, the lift coefficient finally reaches a maxinm
value called the stall point. Generally, nissiles are not
designed to operate at angles of attack near or above the
stall point. If the similated nissile is expected to operate at
angles of attack above the linear region, however, a table of
the nonlinear coefficients is used in place of Eq. 5-11. Alter-
natively. additional terms in powers of a are added to Eg. 5-
11to make it a better fit to the enpirical data. When data are
available, terns may also be added to account for the incre-
ment of lift produced by control-surface deflections d.
These terms have the form C7:8, in which Cp is the deriva-
tive of C; with respect to 8. The slopes Cp, and Cjgare
functions of Mach nunber and maybe supplied to the sinu-
lation in tabular form

5-2.4 MOMENT COEFFI Cl ENTS

The monents exerted by aerodynanic forces on a nissile
are calculated by the noment coefficients G, C, and Cfor
roll, pitch, and yaw, respectively. The moment coefficients
for a given missile are primarily functions of Mach nunber,
angle of attack, and control-surface deflections. An acrody-
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namc monent on a symmetrical configuration is generated
by the resultant aerodynanic force acting with a lever arm
relative to the axis of rotation. This monent usually is

approximated by the normal force acting at the center of

pressure with a lever armequal to the distance hetween the

center of mass and the center of pressure. For asymmetrical

configurations, e.g., amssile with deflected control sur-

faces, an additional noment can be caused by forces that are

equal in magnitude but opposite in direction-therefore not

included in the resultant force-and whose Iines of action

are not colinear.

Cal cul ations of aerodynanic nonents are based on
monent coefficients derived fromwind tunnel tests. Fig. 5-
6 shows a typical set of noment coefficient curves for vari-
ous control -surface deflection angles. The indicated
monent reference station is the point on the missile, some-
times called the aerostation, about which the noments were
measured in the wind tunnel. Moment coefficient curves
vary with Mach nunber therefore, tabular data based on
figures simlar to Fig. 5-6 are usually input to a flight sinmu-
lation for several different Mach nunbers. The moment
coefficients illustrated in Fig. 56 represent only the static
conponent of the total instantaneous nonent coefficient. In
addition, the dynanic danping components, discussed in
par. 5-3, are supplied in the formof the dynamic derivatives
Cm, and Cmg as functions of Mach number.

The monents in Egs. 4-46 are about the instantaneous
center of nmss of the missile. As previously stated however,
monent coefficients derived fromanalytical calculations or
fromwind tunnel data are specified with respect to. some
reference nonent station. The reference moment station is
often located at the center of mass of the missile after motor
burnout but before motor burnout the nissile center of
mass changes position with time because of the mass redis-
tribution that occurs when propellant burns and is expelled.
Therefore, it is necessary to correct the moment coefficient

/((/(

Q

to mke it relative to the instantaneous center of mass.
Equations for calculating this correction for the pitching

and yawing nonment coefficients

dynami ¢ components are

C, —C,,,mf—(;V (C +C 9
dxmensnonlcss
C,=C,__+C i55";x"f+—d-—(c +C )r,
n Rref Ny d 2V n, nB
dimensionless
(5-12)
where

C = pitch dam;inng derivative relative to pitch
rate g, rad’ (deg'l)
Con ref = pitching moment coefficient about reference
moment station, dimensionless
Cpg = pitch dampmg derivative relative to angle of
attack rate & (slope of curve formed by C,,
versus & ), rad! (deg’ 1)
Ch, = coefficient corresponding to component of
normai force on y,-axis, dimensioniess
Cn, = coefficient corresponding to component of
normal force on z;-axis, dimensionless

armentie o Ao tecntliocn malatlern 84 o

C ny = ¥aW uampmg derivative relative to yaw raie
r, rad’! (deg‘l)
C,‘mf yawing moment coefficient about reference |

srmancinnlace

ulUulUllt BLﬂuUll, éu.uu;ualuulwa
C,. = yaw damping derivative relative to angle-of-
sideslip rate B, rad"! (deg’!)

A = asrndunamic rafarenca lanath af hadv m
s - ﬂvlw] ARGMLLIW S WwiwilWwiiviy ‘vllé“l va WUJ’ E 2 23

q = pitch component of angular rate vector ©®

expressed in body coordinate system, rad/s
{deo/s)

Sy S

/\ Control-Surface Deflection 0, deg B
_\\%

Omdﬁ

Aerodynamic Pitch Moment
Coefficient cp, . -, dimensionless

\«\\\ For Specified Values of

Mach Number
\\\\\ Reynolds Number
Reference Area
\\\\ Reference Length
AMamant Rafaranra Qtad

T o]

\ Roll Angle Orientation

Figure 5-6. Mnent Coefficient Versus Angle of
5-10

Attack (Ref.9)
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r= yaw conponent of angular rate vector w

expressed in body coordinate system radls

(deg/s)

speed of body, speed of air relative to body,

magni tude of velocity vector V, m's

i nstantaneous distance from missile nose to

center of mass, m

= distance frommissile nose to reference
moment station, m

>
]
1

—

D

—n
[}

The Instantaneous location of the center of mass X,
depends on the shape and burning characteristics of the pro-
pellant grain. This parameter usually is given as a function
of time for a given mssile and can be input to the simla-
tion in tabular formor as an equation that approximtes the
experimental or analytically estimated data. The danping
ternms in Eq. 5-12 are not corrected fromthe reference
monent station to the instantaneous center of mass.
Although thi's constitutes an approximation, these terns are
usual Iy neither critical enough nor defined accurately
enough to justify correction.

A large angles of attack the curve of aerodynanic pitch-
ing and yaw ng noment coefficients as a function of angle
of attack may be very nonlinear. This nonlinearity relates to
the fact that large angles of attack can cause the missile tail
to move out of the downwash field of the forward conpo-
nents of the mssile, cause a large increase in the tail effi-
ciency, and cause a large increase in the slopes of the
pitching and yawing moment curves (Ref. 8).

The pitching and yawi ng noment characteristics are
essentially the same in nissiles with cruciform symetry,
i.e., G =C. The aerodynanic nonent coefficients C,
and C ey be input to anssile flight simulationin the
form of extensive tables with interpolation anong entries
for angle of attack Mach number, control-surface deflection
angle, and possibly altitude (which affects Reynolds num
ber). The manner in which the aerodynanic noment coeffi-
cients are included in a particular simulation depends on the
conputing equipnent and on the level of detail required by
the similation users to simlate angular motion. A less cum
bersone, but also less detailed, approach is to input rela-
tively smaller tables of the pitching moment derivatives
Crm,» Cmg» Cpy»and Cpas functions of Mach nunber. The
aerodynani ¢ monent coefficient in the pitch direction is
then given by

Corpef = Cng @ + GnsOp » dimensionless

(5-13)
wher e o o
Crapes = pi t chi ng moment - coeffi ci ent about reference
monent station, dinensionl ess
Crmg, = slope of curve formed by pitch monent coeffi-
cient Cversus angle of attack a, rad’(deg’)
Cpmg = Slope of curve forned by pitch moment coeffi-

o1

cient Cversus control-surface deflection 8§,
rad’ (deg”)

a=angle of attack in pitch plane, rad (deg)

8, =angle of effective control-surface deflection in
the pitch direction, rad (deg).

The assunption that the variations of Cwith respect to a
and ,are linear can often be justified and thus pernit the
sinplified approach given by Eq. 5-13. For exanple, the C,
curves are usually relatively linear at angles of attack near
the trimangle of attach i.e., on the axis where C=0in
Fig. 56, and deviations of the mssile fromthe trim condi-
tion are likely to & smll at least for some missiles (Ref. 9).
Eg. 5-13 can be made nonlinear to match wind tunnel data
better “by the addition of terns in powers of aand &,.

Simlarly, the aerodynanc nonent coefficient in the
yaw direction C,,r of is given by

Coref = C,,ﬁ P + G, 8y, dimensionless (5-14)
wher e

Congr'= YW nOMENL coefficient about reference
moment station, dimensionl ess
C, : slope of curve formed by yaw moment coeffi-

cient Cversus angle of sideslip , rad”(deg’)

C, = slope of curve formed by yaw monent coeffi-
cient Cversus effective control-surface deflec-
tion rad’(deg”)

B:=angle of sideslip (angle of attack in yaw plane),

rad (deg)

8, = angle of effective control-surface deflection in
the yaw direction, rad (deg).

Many missiles are designed to prevent the aerodynamic
roll moment L, or at least to reduce it to a mnimm For
exanple, the autopilot of a missile containing a roll-rate
gyro can sense mssile roll rate and issue control comands
to null it. Some missiles have control tabs called rollerons
that use gyoscopic moments produced by nissile roll to
adjust the tab automatically in a direction control the roll.
Qrher mssiles are designed to roll continuously. For slender
mssiles it has been estimated that if the mssile roll rateis
less than about 20 revolutions per second, the gyroscopic
effects are small enough to be neglected (Ref. 10). In this
case the terms involving the roll rate p in Egs. 4-46 can be
elimnated If the roll rate is not considered to be negligible,
it is calculated by integrating Egs. 4-46. These equations
involve the roll moment 1., the aerodynamc contribution of
whichh is calculated fromthe roll noment coefficient Chby
using Eq. 5-6. The rol | monent coefficient is a function of
Mach nunber, control -surface defection angle, roll rate,
and mssile speed. One method of cal culating the roll
monent coefficient is to use two derivatives-C,, and Cp
The first derivative accounts for the effective control-suf”
face deflection angle §,, and the second accounts for the
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danping produced by the roll rate p. The expression for C,
is
d
C058r + -2_V(Cﬂpp)’
dimensionless (5-15)
wher e

C,= aerodynanic rol| moment coefficient about
center of mass, dimensionless

C,p: roll danping derivative (Subpar. 5-2.2.4), rad’
(deg”)

Cyg = slope of curve forned by roll moment coeffi-
cient Cversus effective control-surface deflec-
tion §,, rad”! (deg’))

d = aerodynanic reference length of body, m

p=nssile roll rate, rate (deg/s)

V= speed of a body, speed of air relative to body,
magni tude of velocity vector V, nis

S, = effective control-surface deflection angle corre-
sponding to roll, rad (deg).

5-3 AERODYNAM C STABI LITY DERI V-
ATI VES

In early conceptual design and feasibility studies of a new
mssile, before extensive aerodynamic data become avail-
able, estimted stahility derivatives are often used to gener-
ate aerodynamic coefficients. After detailed aerodynanic
data become available, however, the preferred method may
be to use extensive tabular data directly. The power of nod-
ern conputers makes it practical to enter the aerodynanic
coefficients derived fromwnd tunnel data directly as func-
tions of three or four variables and never go through the
process of developing stability derivatives. This decreases
the amount of work required to use the wind tunnel data
and it makes the process of solving the aerodynamc
responses nore obvious to the anal yst. The discussion of
stability derivatives in the subparagraphs that followis par-
ticularly applicable to simulations that enploy stability
derivatives in lieu of direct tabular data but it is also inport-
ant to the understanding of nissile stability and the inter-
pretation of aerodynamc literature.

Aerodynamic stability derivatives are classed as static
derivatives and dynamic derivatives (Ref. 11). The static
derivatives arise fromthe instantaneous orientation of the
airframe with respect to the relative wind and include such
derivatives as C,and Cm. The dynanic derivatives arise
from the motion (velocities) of the airfrane and include
such derivatives as Cmand Om. These particular dy-
namc derivatives partly define the pitch and yaw danping
characteristics of a mssile, i.e., the tendency of an oscilla-
tion in angle of attack to die out with time. Aerodynanic
danping is caused by aerodynamc forces that result from
the angular rate of the missile and that act on the missile
with a lever arm about the center of mass.

5-12

Aerodynanic stability is illustrated in Fig. 5-7 by a spring
and dashpot anal ogy (Ref. 3). The net aerodynanic restor-
ing mnents are illustrated by the springs placed at the cen-
ter of pressure, and the dashpot represents the aerodynamic
danpi ng due to angular motion. The greater the angle of
body rotation a about its center of nmss, the greater is the
restoring moment. Furthernore, if the spring is placed far-
ther aft of the center of mass where it provides a greater
static margin, a given angle of attack produces a greater
restoring nonent. Wen a control surface is deflected, the
force on the control surface produces a monent on the nis-
sile, which is resisted by the restoring monent of the spring.
The angle of attack that the body will assume for a given
control -surface deflection depends on the magnitude of
force on the control surface and its distance fromthe center
of mass conpared with the restoring noment produced hy
the body as the angle of attack is increased (spring force
miltiplied by the static margin in meters). Increasing the
static stability decreases the angle of attack that the body
will assune due to a given control-surface deflection and
therefore decreases the resultant normal force or lateral
accel eration (maneuverability) of the missile. Increasing the
rotational damping of the missile (larger dashpot) slows the
angul ar rate of response (rate of buildup of angle of attack)
to deflection of the control fin and reduces, or prevents,
overshoot heyond the trim angle of attack. Too much danp
ing can contribute to increased miss distance against
maneuvering targets, whereas too little danping can cause
instability.

Depending on the application, there are 30 to 50 stahility
derivatives used in detailed analytical analyses of stability
and control of aerodynamic vehicles. Small changes in the
values of some of the stability derivatives can produce pro-
nounced effects on the airframe response to control. Typi-
cally, only a few of the more inportant derivatives are used
inmissile flight simlations unless the purpose of the sim-
lation is a very detailed analysis of the stability and control
characteristics. Cnly the derivatives most comonly used in
mssile flight similations are discussed here.

5-3.1 LIFT CURVE SLOPE

The notation C,is enployed to indicate the derivative
dCy/oa, ithe slope of the coefficient of lift versus the angle
of attack curve with all other parameters held constant. This
derivative is comonly known as the “lift curve slope”, and
it depends on mssile configuration and Mach nunber.
Vhen the angle of attack of the airframe is increased, the lift
force increases nore or less linearly until stall occurs. The
derivative G is, therefore, always positive in sign at
angles of attack below the stall point. A high value of C,is
desirable because a given lift force can be attained at a
lower angle of attack than with low C,and, therefore, with
less drag since drag increases with angle of attack.
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Figure 5-7. Spring Analogy for Stability (Ref. 3)

5-32 STATIC PITCH STABILITY DERI VA-
TI VE

The notation C,is used for the derivative : 9C,, /0t t he
longitudinal static stability derivative. This derivative
describes the rate of change of pitching moment coefficient
with angle of attack. Wen the angle of attack of the air-
frame increases from the equilibrium condition, the
increased 1ift on the tail causes a negative pitching noment
about the center of mass of the airframe. Simultaneously,
the increased |ift on the forward part of the body and any
forward fins (canards) causes a positive pitching noment
about the center of mass. These contributions are conbined
to establish the derivative C, (Ref. 11). A negative val ue
of C.is necessary for static stability. If C relative to the
center of mass is positive, the airframe is statically unstable.
This derivative is the most inportant from the standpoint of
longitudinal stability and control of the missile. The deriva-
tive C, is a mjor factor in establishing the dynanic
response tine of the mssile, i.e., the time it takes the mis-
sile to achieve a commanded maneuver. This derivative
shoul d be small in magnitude for quick response but shoul d
not be pernitted to hecome positive.

5-3.3 DYNAM C STABI LI TY DERI VATI VES

The notation C is given to the derivative

oCy

2dY" —
a(ZVj

Thi§ derivative represents tfie rate of change of " the missiTe
pitching noment coefficient with angular velocity in pitch q
with angle of attack a held constant. It is known as the pitch
damping derivative because it is usually negative and there-
fore represents resistance to rotation in pitch (Ref. 5). As the
vehicle experiences a positive rotation in pitch about its
center of mass, the effective angle of attack of the tail fins
increases not only hecause of the change in orientation of
the mssile longitudinal axis, but also because of the change
indrection of the relative wind on the tail caused by the
angul ar rotation. The increnent in angle of attack caused hy
angul ar rate causes an additional conponent of lift force to
be developed on the tail, and thus increases the negative
pitching moment on the vehicle. If aeroelastic effects arc
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inportant, an additional contribution to C may be pro-
duced. At flight speeds for which aeroelastic effects are
insignificant, the sign of C,is always negative, except in
mssiles designed to be aerodynamically unstable, with sta-
bility provided by the autopilot. If the flight speed is suffi-
ciently high for aeroelastic effects to be significant, the sign
of C,can be positive or negative depending on the nature
of the aercelastic effects (Ref. 11). The derivative C,is
very inportant in pitch dynamcs because it contributes a
mejor portion of the danping of the airfrane response to
comands. The derivative C is dinensionless (per
radian) when g has dinensions of radls.
The notation C represents the derivative

aC,
od Y

the rate of change of pitching moment coefficient with rate
of change of angle of attack. This derivative arises froma
“plunging” type of notion along the z-axis in which the
angle of pitch 0 remains constant. The a derivatives owe
their existence primarily to the fact that the pressure distri-
bution on awing or tail does not adjust itself instanta-
neously to its equilibrium value when the angle of attack is
suddenly changed. The calculation or measurement of this
effect involves unsteady flow For lowspeed flight C.is
determined mostly by this aerodynamic lag effect and its
sign is negative. In high-speed flight however, C,
depends also on aeroelastic effects, and its sign can be either
positive or negative (Ref. 11). A negative value of this
derivative contributes to the danping of the airframe
response to commands. Normally, C.is significantly
smel ler than C and the corresponding conponents of &
and q are conparable in size. In addition, the sumof C,
and C, is nore easily extracted fromtest data than the
individual values (Ref. 12). Therefore, it is customry to
combine these danping terms as (C,+ C,) multiplied
by q (Ref. 9). The derivative C is dimensionless (per rad)
when a has dinensions of radls.

5-3.4 ROLL STABILITY DERI VATI VES

The notation C,is used for the derivative e 0C,/d8, It is
the change in roll moment coefficient with respect to varia-
tions of control-surface defection. Wen the direction of
the effective control-surface defection causes a positive rol|
momeny, C,is positive.

The notation C,is used for

ac,

5-14

which represents the change in roll moment coefficient with
respect to changes in roll rate (Ref. 4), and it is known as the
roll danping derivative. Vihen the airframe roils at an angu-
lar rate p, a roll noment opposing the rotation is produced
by the angular rate of the wings and fins. As wings and fins
rotate about the longitudinal axis of the nissile, individual
conponents of angles of attack of these surfaces are pro-
duced. The resulting lifts on the surfaces are in directions
that oppose the rotation. The term pd/2V is the nondi men-
sional rolling paraneter.

5-4 DETERM NATI ON OF AERODY-
NAM C COEFFI CI ENTS

In a mssile design the choice of autopilot gains depends
heavily on the estimated aerodynanmic characteristics, If
realized in flight, uncertainties in these characteristics can
cause autopilot instability and excessive mss distance. (ne
means for dealing with aerodynamc uncertainty is to keep
autopilot gains low however, if autopilot gains are kept suf-
ficiently lowto avoid regions of instability caused by aero-
dynam ¢ uncertainty, the associated reduction in nissile
response will also result in a large mss distance. Therefore,
accurate deternmnation of aerodynamc coefficients and
derivatives is essential to meet design requirenents employ-
ing high autopilot gains (Ref. 13).

The aerodynami ¢ coefficients used in mssile flight sinu-
lations are obtained froma number of sources and |argely
depend on the maturity of the particular mssile develop-
ment program In early phases, before wind tunnel or flight
test data are available, aerodynamc coefficients are deter-
mned by analytical predictions and by estimtes based on
previous experience with sinlar body shapes and flow con-
ditions. As the nissile devel opment program progresses,
wind tunnel tests are made, and aerodynanic coefficient
predictions are upgraded accordingly. Finally, when flight-
test data become available, aerodynamc coefficients are
fine-tuned based on flight-test results. These estimates and
measurenments of aerodynamic data are typically mde by
the contractors that develop missiles and are normally made
available to appropriate Government |aboratories.

Aerodynanic data appear in the literature with many
assunptions that are not always clearly stated; therefore,
special attention nust be paid in the use of these data in
mssile sinulations to ensure their applicability. Exanples
of some of the “traps” to be avoided are

1. Reference area and reference Iength not defined

2. Data applicable to restricted regions of Mach num
ber

3. Data applicable to restricted regions of Reynolds
nunber

4. Data applicable to only small angles of attack

5 Data applicable to only one type of aerodynanc
force

6. Data applicable to only two-dimensional flow.
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5-4.1 ANALYTI CAL PRED CTI ON

The aerodynam ¢ performance of a missile is the result of
the interactions among an extremely complex set of factors.
There are literally dozens of factors that must be considered
in the analytical prediction of aerodynamic coefficients.
Some are more inportant than others, and some apply only
to certain types of flow characteristics. These factors mostly
concern the shape of the body, the relative motion of the air
with respect to the body, and the characteristics of the flow.
Discussions of these factors can be found in Refs. 1, 4, 6,
and 14.

Anal ytical methods of determning aerodynamc coeffi-
cients usually are categorize according to the various air-
flow regi mes based on Mach number in conbination with
specified ranges of Reynolds nunber. Typically, a method
that gives good predictions for one flow regime is not appli-
cable to the other regines.

Anal ytical techniques involving conbinations of theory
and test data are relatively well developed in the subsonic
and supersonic regimes. Transonic aerodynam ¢ character-
istics, however, are particularly difficult to predict analyti-
cally. Athough transonic theory gives good results in a few
extremely sinmple configurations, mathematical difficulties
have linited its application (Ref. 14).

In hypersonic flow shock waves lie close to the body and
cause a strong interaction between the boundary layer and
the shock wave, which exerts an inmportant influence on the
flow field. The boundary layer in hypersonic flow maybe 10
to 100 times thicker than at |ower speeds; consequently, a
drastic change in the effective body shape results: The air-
flow sees the shape of the body as including the houndary
layer. This change in effective shape in turn brings about a
change in the shape of the nose shock wave. High-tenperat-
ure gas effects become evident at hypersonic speeds, and
the flow becomes essentially nonlinear. Analytical nethods
of predicting aerodynamc coefficients in hypersonic flow
are given in Ref. 14,

Anal ytical aerodynam ¢ performance prediction is still
very mich an art Methodol ogies for the analytical predic-
tion of aerodynamc characteristics horn subsonic through
hypersonic forms of flow developed as the need arose. Ana-
l'ytical methods usually are conposed of a combination of
theory based on approximations and experimental data. A
method may apply to only a relatively small number of the
flow regimes that might be experienced by a nissile. Geat
care nust be taken not to extrapolate techniques to condi-
tions that do not meet the flow regines for which they were
devel oped. The accuracy of the predicted results based on
these methods depends largely on the skill and experience
of the aerodynami cist.

One of the largest conpilations of theoretical and empiri-
cal methods for predicting aerodynamc characteristics of
hodi es is Datcomsshorthand notation for data compen-
dium (Ref. 14)-an effort sponsored by the Air Force Hight
Dynamics Laboratory “to provide tinely stability and flight

control data and methods for design of manned aircraft,
mssiles, and space vehicles”. Datcom contains a systemtic
survey of analytical methods used to estimate basic aerody-
namc coefficients and aerodynamic stahility and control
derivatives. It is intended to be used for prelimnary design
purposes before test data have been acquired. In preparing
Ref. 14, the authors attenpted to survey all existing general-
i zed methods, and whenever possible they determned the
lints of applicability for each nethod, and the user is cau-
tioned not to extrapolate beyond the stated linits. Datcom
has been expanded and coded as a computer program called
Mssile Datcom specifically applicable to missiles (Ref.
15). These practical nethods are in general use in applica-
tions that require analytical estimates of aerodynamc coef-
ficients.

Theoretical equations for simulating the flow of fluids
relative to bodies of arbitrary shape are available, but their
complexity has limted their use, except for certain special
applications. The general equations that formthe starting
point for theoretical aerodynamcs are called the Navier-
Stokes equations (Ref. 16). They are based on Newton's
equations applied to an idealized gas conbined with equa-
tions that specify the conservation of nass and energy, and
they include the effects of viscosity and density. In princi-
ple, this systemof equations is sufficient to define a given
flow conpletely. In practice, the solution of the full Navier-
Stokes equations requires conputational speed and menory
that are only now becoming feasible with the [argest and
fastest nodem computers (Ref. 17). Some of the inportant
sinplifications and approximations that are used singly or
together to obtain practical solutions for various applica-
tions are steady flow nonviscous flow inconpressible flow,
and smal | -disturbance flow In the latter approximtion the
flow is represented by small disturbances from uniform
flow The equations are rewitten in such a way that prod-
ucts and higher powers of the small-disturbance velocities
are ignored. This, of course, linearizes the equations for a
conpressible flow and is therefore called the linear theory.
There are nunerous ot her special approximtions for spe-
cial problems. For flow around specific bodies, it is possible
to obtain certain inportant and fundamental results by
mani pul ation and partial solution of the hasic equations
without actually solving the equations completely (Ref. 16).

The field of computational fluid dynamics has devel oped
sufficiently in recent years to initiate some changes in the
traditional methods of estimating aerodynanmic characteris-
tics (Ref. 17), and conputational aerodynamics is having a
profound effect on methods of airborne vehicle design, Both
conputer power and numerics? algorithmefficiency are
i nproving sinmultaneously with time. Numerical flow sinu-
lations have none of the limtations of wind tunnel testing;
they have their own-conputer speed and nenory. These
conputational limtations, however, are rapidly being over-
come by extrenmely high-speed conputers, and in recent
years the general conplexity of the Navier-Stokes equa-
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tions-on which nunerical flow sinulations are based-has
begun to yield under computational attack with the largest
current computers.

In the meantine, approximate and enpirical analytical
techniques provide “bal I park” estinates that are used in pre-
linnary nissile design. However, since the accuracy of the
estimtes is uncertain, aerodynamic estimates are always
inproved early in the devel opnent phase of a missile by
wind tunnel tests.

5-4.2 WND TUNNEL TESTI NG

Full-scale flight tests are the final proof of the aerody-
namc characteristics of a nissile design, but substantial
experimental verification of nmissile performance is needed
before the expense and risks of flight testing are incurred.
Consequently, testing small nodels of a missile ina wind
tunnel to obtain experimental data on aerodynamc forces
has become an essential part of nissile devel opment
because (1) it is a way of obtaining the required infornation
for less expenditure of time and money than in fill-scale
testing and (2) test conditions can be more easily controlled
and neasured in a wind tunnel than on a flight-test range.

Basically, a wind tunnel is a channel through which air is
blown or drawn. A precise scale model of the nissile is
mounted on a strut in a test section of the flow channel.
Aerodynamic 1 oads on the model are transmitted to the strut
and are measured by bal ances, such as scales or strain
gages. The loads measured for any nodel configuration
change if the model size, the nodel attitude relative to the
flow the speed of the air, or the air density change.

The equations for forces and nonents, developed in sub-
par. 5-2.1, are used to interpret the neasured |oads on the
mdel in terms of full-scale missile flight in air of different
densities and at different speeds. To obtain neaningful val-
ues for the lift coefficient for example, the lift force on the
model, measured in the wind tunnel, is divided by the prod-
uct of the dynamic pressure paraneter and the reference
area of the model to yield the lift coefficient

C = == dimensionless (5-16)
0.5pV°S
where
C; = aerodynanic lift coefficient, dinensionless
L= mgnitude of aerodynamc lift force vector L,

N

S = aerodynamic reference area, nf

V= speed of a body, speed of air relative to a body,
magni tude of velocity vector V, m's

p = atnospheric density, kg/n.

This lift coefficient, derived fromtesting a nodel, is then
substituted into Eq. 5-5-along with the density, velocity,
and reference area of the full-scale missile in flight-to

obtain the Iift force on the full-scale mssile. This lift force
applies only to the nissile attitude, i.e., angle of attack, at
which the model is tested. To find Iift forces applicable to
different angles of attack, wind tunnel tests are conducted at
various angles of attack.

Simlarly, the drag coefficient Cand noment coeffi-
cients G, C, and Care determined by measuring the drag
force D and the conponents L, M, and Nof the aerody-
nam ¢ monent vector MA and substituting them respec-
tively, into

G = 2%, dimensionless
pvV'S

ZLA h 4 . :
———, dimensionless
pV-Sd

oM,

Cn = —5—, dimensionless
pV'Sd
N, .

C, = ———, dimensionless.

pV3sd

G =
r(5-17)

The force or noment coefficients, found at any nodel
attitude in the wind tunnel, apply to the full-scale nissile in
flight at the same attitude provided the model is geonetri-
cally simlar to the full-scale mssile and that certain flow
simlarity parameters are matched between the wind tunnel
flow and the flow over the actual nissile. The two sinilarity
paraneters are Reynolds number and Mach nunber.

A major goal in wind tunnel design is to obtain values of
the test Reynolds number, based on the nmodel reference
length d as close as possible to the Reynolds number for
actual, full-scale missile flight. Since the smll size of the
nodel tends to reduce the Reynolds nunber, the wind tun-
nel flowis at least partially conpensated by pressurizing to
increase the density p. Because Mach nunber is even nore
important in transonic and supersonic flight, the wind tunnel
is designed to mtch the Mach nunber and then do its best
with respect to Reynolds nunber.

Hi gh-speed wind tunnels require very high powers and
specialized test section designs. Such tunnels can be sub-
sonic, transonic, supersonic, or hypersonic. Some tunnels
are pressurized several times normal sea |evel atnmospheric
pressure to increase the density in order to compensate for
the small scale of the models (Ref. 1). To avoid the power
requirenents of continuously running pressurized high-
speed tunnel's, sonme tunnels operate for only a short
period-of the order of 15 to 30 s-by exhausting the air
froma high-pressure tank through an open circuit tunnel.
Data can be obtained over a wide range of angles of attack
inasingle brief runin these intermttent flow or bl owdown
tunnels with the aid of equipment that automatically
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changes the pitch attitude, which changes the angle of
attack. The tank is then punped up for the next run.

Speci al techniques have been used to measure the stabil-
ity derivatives associated with missile angular velocities.
For exanple, one method used to measure pitch danping
derivatives is to munt the model in a conventional wind
tunnel so that the model is allowed to oscillate in pitch. The
model is displaced in pitch and oscillates freely; the danp-
ing derivative is obtained fromthe decay of the anplitude
of the oscillation. This oscillation technique gives the total
damping (C,+ C))

Individual values of danping derivatives C and C,
cannot be determined from oscillation tests alone. There-
fore, a less conventional wind tunnel design has been used
to measure the danping derivative G, In this technique
the model is held steady and the airflow follows a curved
path in the vicinity of the nodel (Ref. 11).

Wnd tunnel data are not always as accurate as might be
desired, and the results must be interpreted by experienced
analysts. Some of the major sources of error in conventional
wind tunnel testing are:

1. Scale effects due to the low Reynolds number of the
test

2. Choking phenonena at high subsonic Mach num
bers

3. Inaccurate corrections to the data, such as tare and
alignnent corrections and wall corrections

4. Mechanical and instrumentation discrepancies
involved in the measurement of forces and moments.

It is essential to understand the sources, inportance, and
correction of errors in interpreting the results of wind tunnel
tests. In spite of these qualifications, wind tunnel testing is a
poverful and indispensable tool (Ref. 11).

5-4.3 FLIGHT TESTING

Flight tests exanine the entire missile systemina fully
operational context (Ref. 18). A typical mssile flight-test
program proceeds through a number of phases from devel -
opment to final verification of the principle of operation of
the guidance system The major objectives of flight testing
are to verify the aerodynamic performance of the missile
and to inprove the estimates of aerodynanic coefficients
(Ref. 5). Postflight analyses focus on the comparison of pre-
dicted versus measured fright values, with refinement of the
simlation mdels as a goal (Ref. 19).

Flight tests are preplanned to include extreme maneuvers
at lowand high altitudes to test the control system aerody-
nanics, and structural design of the nissile to the linits of
prescribed system performance. |f the simulation output
mat ches the fright-test output for a given set of flight condi-
tions, the conditions are said to be in the “neighborhood of
validity" of the similation. Wen a region of flight-test con-
ditions is reached in which flight-test data do not exist or in
which they differ significantly fromthe sinulation output,
these conditions are said to be outside the neighborhood of

validity of the simulation model. Further flight testingis
then required in this region if it is feasible (Ref. 18),

Aerodynamic forces usually cannot he measured directly
inaflight-test missile but are inferred from measurenents
of translational and rotational accelerations. Ref. 13
describes a method used to extract aerodynamc coefficients
fromflight-test data. The method is hased on a computer
program call ed Aerodynanic Analysis of Flight-Test Data
(AAFTD). The programuses all pertinent telenetry and
radar measurements to solve the appropriate equations that
yield aerodynanic characteristics. In addition, a six-degree-
of -freedom simlation is used to reconstruct each flight-test
trajectory, evaluate candidate changes in the coefficients
computed by AAFTD, and adjust these changes to match
overal| flight characteristics better. Results from these pro-
grans are enployed to update the aerodynamic nodel for
the nmissile. The nmeasured flight parameters selected for use
in estimting aerodynamic characteristics are listed in Table
5-1. Al of these paraneters are functions of mssile aerody-
nanc characteristics.

TABLE 5-1. SELECTED FLI GHT- TEST
PARAMETERS FOR ESTI MATI NG
AERCDYNAM C CHACTERI STI CS

Range, altitude, cross- Pitch, yaw axial acceler-
range ations
Velocity components Actual and conmmand

Body pitch, yaw roll fin positions
rates Seeker roll rate

Seeker pitch and yaw Pitch, yaw roll integrated
attitudes position

Seeker roll position Autopilot roll conmmand

The sequence of conputations is

1. Simlate the trajectory using the six-degree-of-free-
dom program and all known postflight data.

2. ldentify the differences between sinulated and
nmeasured paraneters.

3. Calculate the partial derivatives of each measured
paraneter with respect to each aerodynanic parameter in
the model.

4. Conpute the changes in aerodynanic paraneters
required to mninmize observed differences by using a |east
squares techni que.

5. Evaluate the significance of each solution, and
relate it to stored data points in the aerodynamic nodel. (In
some instances, the indicated changes may be unreasonabl e
hecause observed differences are caused by sources ot her
than aerodynanics.)

5-5 ATMOSPHERI C PROPERTI ES

Aerodynani ¢ forces depend on certain properties of the
atmosphere anong other factors. As shown in Eq. 5-1, the
hasic atnospheric property needed to cal culate aerody -
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namc force in incompressible flowis the density p. To cal-
cul ate aerodynamic forces under conditions of conpressible
flow the speed of sound V.in anbient air is also required
Atmospheric pressure is required for rocket thrust cal cul a-
tions and for calculating the dynamc pressure paraneter
calculations using Eg. 3-5. The atmospheric dynamic vis-
cosity y is needed to calculate Reynolds number if Rey-
nolds nunber is a parameter in the sinmulation. Pressure
density, speed of sound, and viscosity are functions of alti-
tude. More precisely, density varies with atmspheric pres-
sure and tenperature according to the equation of state for
air the speed of sound and viscosity vary with tenperature
only. Atmospheric data are usually supplied to a nissile
fright simlation in the form of tabulated data as functions
of attitude. The simulation has provisions for table Iookup
of atmospheric data corresponding to the altitude of the sim
ulated nissile at each conputational step

Sonetimes kinematic viscosity y/p is provided as a con-
venience in calculating Reynolds number, which then
becomes

Reynol ds nunber = lsi, di mensi onl ess (5-18)

where
d = aerodynamic reference length, m
V = speed of body, speed of air relative to body
magni tude of velocity vector V, m's
v = atmospheric kinematic viscosity, nils

Since meteorological conditions constantly vary, there is
no “normal" atmosphere. However, a representative set of
conditions, called a standard atnosphere, has been defined
for use in analyses (Ref. 1). The values of the parameters in
the standard atmosphere are adjusted over time as better
measurements and understanding of the atmosphere are
obtained. In addition to the standard atnosphere certain
variations in atmospheric conditions have been adopted to
define a standard hot day, a standard cold day, and so forth
To similate mssile flight to mtch actual fight-testé@it
is common practice to use actual meteorol ogical measure-
ments taken at the test range within hours or mnutes of the
flight.

Sone simulations contain curve-fit equations that
approximate the tabular standard atnospheric data without
the need for a table lookup procedure. Equations are also
available for adjusting the atnospheric data for nonstandard
conditions. For exanple, if the pressure and tenperature at
only the launch altitude are measured at the tine of an
actual fright test, the standard atnospheric properties can be
adjusted by these equations at ail altitudes to be nore or less
consistent with the conditions measured at the surface of the
earth

Several definitions of altitude are used in connection with
atmospheric properties. The nost obvious is the geometric
altitude, which is the physical altitude in neters above sea
level. The second definition is derived fromthe fact that the
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atmosphere at the time of any given fright test almost cer-
tainly will not conformexactly to a standard atnosphere
For exanple, the air density experienced in a flight test at a
given geonetric altitude will correspond to a slightly differ-
ent altitude in the standard atmosphere table. The standard
altitude corresponding to the ambient density actually expe-
rienced is called the density altitude. Since the aerodynanic
forces acting on a hody are direct functions of air density
the behavior of the body is strongly influenced by the den-
sity altitude. However, viscous effects and Mach nunber
effects, which depend on tenperature, nmay not exactly
match the standard values at the density altitude. A third
altitude is the pressure altitude, the altitude on a standard
day for which the pressure is equal to the actual anbient
pressure. Baronetric altimeters operate by sensing pressure
and therefore are calibrated to read pressure altitude. Pres-
sure altitude, density altitude, and tenperature are related
through the thermodynanic equation of state for air.

Details of atnospheric nodeling and a table of atno-
spheric pressure, density, speed of sound, and viscosity as
functions of geometric altitude are given in Appendix B

5-6 M SSILE AEROCDYNAM C FORCE
AND MOMENT  EQUATI ONS

The equations for calculating aerodynamic forces and
monents, required as inputs to the equations of motion in
Chapter 4, are summarized here. The equations for the aero-
dynam ¢ coefficients are based on the assumptions that |ift
is linear with angle of attack the lift versus drag relation-
ship conforms to a parabolic polar, and nonent coefficients
are linear with respect to the various parameters that affect
them If nore realistic, nonlinear aerodynanic data are
available and necessary to the objectives of the sinmulation
they should be input to the simulation in tabular form Table
l'ookup then replaces the equations for aerodynamc coeffi-
cients. As an alternative, the equations presented here can
be nodified by adding nonlinear terms, e.g., powers of a
and 8, as curve fits to the nonlinear data

5-6.1 FORCES AND MOMENTS

Equations for calculating aerodynamc forces and
monents fol | ow

D=0.5pV3CpS,N (5-4)
L=05pV3CS,N (5-5)
Ly =0.5pV2C,Sd, N-m (5-6)
M, =0.5pV2C,,5d , N-m (5-7)
N4 =0.5pV2C,5d , N-m (5-8)
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wher e

Cp = aerodynam ¢ drag coefficient, dimensionless

C, = aerodynanic lift coefficient, dimensionless

C,= aerodynanic roll monent coefficient about
center of mass, dinensionless

C,, = aerodynamic pitch noment coefficient
about center of mass, dinensionless

C, = aerodynanic yaw monent coefficient about
center of mass, dinensionless

D = mgnitude of aerodynanic drag force vector
D, N

d = aerodynamic reference length of hody, m

L = magnitude of aerodynamc lift force vector
L, N

L4.M4,N, = conponents of aerodynamic noment vector

My, expressed in body coordinate system
(roll, pitch, and yaw respectively), Nim

S = aerodynani ¢ reference area, nf

V = speed of body, speed of air relative to body,
magni tude of velocity vector V, nis

p = atmospheric density, kgl ni.

5-6.2 CCEFFI Cl ENTS

Equations for calculating aerodynamic coefficients by
enpl oying stahility derivatives and a parabolic drag polar
fol l ow

Cp= Cpy+kC}? , dimensionless  (Eq. 5-10
with x = 2)

= Cy o, dimensionless (

W

-11)

(C‘QPP) , dimensionless (5-15)

Criref = Cng® + CgDp - dimensionless  (5-13)

Cores = C"BB = C,,aﬁy , dimensionless (5-14)

wher e
Cp = aerodynamic drag coefficient dinensionless
Cpo = zero-lift drag coefficient dinensionless
Cy = aerodynamic ift coefficient dinensionless
Crg = slope of curve formed by lift coefficient Cuver-
sus angle of attack a, rad’ (deg’)
Cy= aerodynamic rol|l noment coefficient about
center of mass, dinensionless
g,ﬂ= rol| danping derivative, rad’ (deg”)
s = slope of curve formed by roll nonent coeffi-
cient Gversus control-surface deflections,,
rad’ (deg")
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Core = pitching moment coefficient about reference
monent station, dinensionless

Cmg = slope of curve forned by pitch moment coeffi-
cient Cversus angle of attack a, rad’(deg’)

Cmg = slope of curve formed by pitch nonent coeffi-
cient Cversus control-surface deflectiong,
rad’ (deg")

Cn”f= yawi ng nonment coefficient about reference
monent station, dinensionless

C,. = slope of curve formed by yawing monent coef-

P ficient Cversus angle of sideslip B rad’
(deg’)

C’*5= slope of curve forned by yawing noment coef-
ficient Cversus control-surface deflectiondy,
rad’ (deg”)

d = aerodynamc reference length of body, m

k= constant depending on body shape and flow
regine, dinensionless

p=nissile roll rate, rad/s (deg/s)

V = speed of a body, speed of air relative to a body,
magni tude of velocity vector V, nis

o= angle of attack in pitch plane, rad (deg’)

B=angle of sideslip (angle of attack in yaw plane),
rad (deg)

8, = angle of effective control-surface deflection in
the pitch direction, rad (deg)

8, = effective control-surface defection angle corre-
sponding to roll, rad (deg)

8y =angle of effective control-surface deflection in
the yaw direction, rad (deg).

[f the aerodynamic noment reference station is different
fromthe instantaneous station of the c-enter of mass, the
pitch and yaw noment coefficients are corrected by using

- _ Xem = Xref _i
Ca= G ~Cn 2+ 2V(c,,,q+ Ca, )q,

dimensionless
C=C +Cyrm Xt bic 0 )
n "ref Ny d Vk n, nﬁ) ’
dimensionless
(5-12)

wher e
aerodynami ¢ pitch moment coefficient about
center of mass, dinensionless
pitch danping derivative relative to pitch rate
q, rad”(degl)
pitching noment coefficient about reference
moment  station, di mensionl ess
pitch damping derivative relative to angle of
attack rate a (slope of curve formed by C ver-
sus a),rad” (deg”)
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C,,,y: coefficient corresponding to conponent of nor-
ml force on yb-axis, dinensionless
Cy, = coefficient corresponding to conponent of nor-
ml force on zb-axis, dinensionless
= aerodynanic yaw nonment coefficient about
center of mass, dinensionless
G, = Yyaw danping derivative relative to yaw rate r,
rad’ (deg")
Cares = yawi ng nonent coefficient about reference
noment  station, dinensionless
Cnﬁ = yaw danping derivative relative to angle-of-
sideslip rate B, rad'(deg")
= aerodynanic reference length of hody, m
= pitch component of angular rate vector w
expressed in body coordinate system rad/s
(deg/s)
r= yaw conponent of rate vector to expressed in
body coordinate systemrad/s (deg/s)
V= speed of body, speed of air relative to a body,
magni tude of velocity vector V, nis
X, = instantaneous distance fromnissile nose to
center of mass, m
Xy = distance fromnissile nose to reference

noment station, m

5-6.3 S| MPLI FI CATI ONS

I'n thne-degree-of - f keedom si nul ations the monent
equations-Egs. 5-6, 5-7, 5-8, 5-12, 5-13, 5-14, and 5-15-
are not required. In five-degree-of-freedom simulations the
equations for the aerodynamic pitch and yaw monents are
included but not the equations for roll monents. Six-degree-
of -freedom similations use the equations for all three aero-
dynami ¢ nonent conmponents, L, M, and N,

[f the missile has cruciform symetry, the yawing
monent derivatives are equal in magnitude to the pitching

monent  derivatives:
-1 -1
C"s = Cmn,rad (deg )
-1 -1
C"a = C"’s ,rad (deg ) .
>
-1 -1 (5-19)
G = Cmq ,rad (deg )
-1 -1
C.=C ,rad (de
ny = Gy (deg ')
wher e
Cy - pitch danping derivative relative to pitch rate
q, rad’'(deg")
Cmg = Slope of curve forned by pitch monent coeffi-
cient Cversus angle of attack a, rad'(deg’)
Crmg = pitch danping derivative relative to angle of
attack rate a (slope of curve forned by Cm
versus aSad' (deg")
C,,,6= slope of curve formed by pitch monment coeffi -
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cient Cversus control-surface deflectiong,,

rad’ (deg”)
C,, = yaw danping derivative relative to yawrate r,
rad” (deg”)
C,: = yaw danping derivative relative to angle-of-
P sideslip rate B, rad'(deg”)
C"a= slope of curve forned by yaw noment coeffi-

cient Cversus control-surface defection &,
rad’ (deg?).

Cruci form synmetry al so makes it possible to sinplify
calculations of forces and moments by employing a body
reference frame that is defined as the one in Fig. 3-1(B),
except it is rolled about the xb -axis so that the yb-axis coin-
Cides with the ysaxis of the wind coordinate system In this
body systemthe total angle of attack is expressed hy a since
the angle of sideslip B is equal to zero. Therefore, the Iift
and drag lie in the xz,-plane, and moments caused by the
angle of attack are about the yb-axis. If a yawing nonent
exists, it is produced only by deflection of control surfaces.
Lift and drag are easily transformed to normal force and
axial force in this body frame by applying Egs. 4-13 and 4-
14. Wether or not this particular body systemis a signifi-
cant sinplification depends largely on the formulation of the
control channel's. For exanple, if pitch and yaw control
channels are defined relative to the regular, nonrolling body
coordinate system vectors may have to be transforned
between the regular body coordinate system and the one
rolled with the wind system this adds conplication.

5-7 ROLLI NG Al RFRAME CONS| DER-
ATI ONS

In general, anything that affects the symetry of a mis-
sile during lateral maneuvers at large angles of attack is apt
to produce rol ling monents. Under a condition of unequal
maneuvers in the pitch and yaw planes, the pattern of lift at
the tips and roots of fins becomes asymetrical and thereby
produces rol ling monents. Likewise, the lift on opposite
fins—ene of which is in the lee of the body—+s asymetric-
al and produces rolling noments. Fin sweepback and flow
separation effects on opposite fin panels can cause asym
metrical Iift on the fins and thus create a rolling moment
(Ref. 3). For the most part these rolling moments are unin-
tentional and undesirable because they can cause maneuvers
to be executed in the wong roll plane as a result of lags in
the guidance and control systens. In sone nissiles the
gui dance and control concepts are hased on a rolling air-
frame, and roll is intentionally induced by canting the fins.
In nissiles that are not designed to roll, the aerodynamic
configuration is designed to nininize roll moments to the
extent possible, and some nissiles use special devices to
sense and control roll rates to keep themto a mininum

Wen a nissile airframe rolls slowy about its longitudi-
nal axis, the roll can often be neglected in a flight simla-
tion. Wen the roll is fast enough to be significant, the
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similation can often be sinplified by a body reference
frame that does not roll; the roll dynanics are included in
the equations of motion as if the entire mass of the missile
were an internal rotor.

Since the lift coefficient varies with the roll orientation of
the fins relative to the plane of the nissile maneuver, the [ift
coefficient is often averaged over all roll angles. Also, since
control -surface deflection angles are changed as a function
of roll angle, average deflections rather than peak deflec-
tions are needed for calculations that are based on effective
fin deflections.

5-7.1 ROLLING REFERENCE FRAMES

The equations of notion-Egs. 4-37 and 4-46-are
expressed in a body reference frane that is fixed to the mis-
sile and rolls with it at the instantaneous roll rate p. It is
often convenient however, to use a nonrolling body refer-
ence frame, even if the missile is ding, and this is mde
possible by the cruciform symetry of typical surface-to-air
mssiles (Ref. 12). Because of this symetry, the specific
roll attitude of the missile is not inportant to the dynamc
and aerodynanic behaviors of the missile. The body refer-
ence frame can then be treated as nonrolling, and the gyro-
scopi ¢ effects of the nmissile roll rate are taken into account
by treating the entire mass of the missile as being contained
inan internal, spinning rotor. The nonrolling body reference
frame has its x-axis in common with that of the roiling body
reference frane, but it differs fromthe rolling frane in that
its y-axis is always horizontal and its xz-plane is always ver-
tical. The use of the nonrolling hody frame is pernissible
provided that (1) the nmoment of inertia paraneters in the
nonrolling frame are constant with respect to missile roll
angle, (2) the aerodynamic derivatives am constant with
respect to roll angle and equal to their counterparts in the
axes that are fixed to the nissile, and (3) the roll rate of the
mssile is assumed to be constant. These requirements are
approximately nmet in a nissile with cruciform symetry
and for which the roll rate changes slowy relative to the
simlation integration tim step.

The technique, then, for treating a rolling, cruciformnis-
sile by means of a nonrolling reference frane is to

1. Assune all the mass of the nmissile is contained in
an internal rotor. Thenin Eq. 4-50 1", 1", I'-the noments
of inertia of the assumed internal rotor-are equal to the
actual noments of inertia of the missile (including rotor) 1
[,1, respectively.

2. Let the angular rate vector of the assumed rotor
equal the angular rate vector w of the actual simlated mis-
sile, and let p, = the constant or nearly constant roll rate of
the nissile. Then the roll rate of the rotor p' = p, and the
pitch and yaw rates of the rotor are equal to the respective
rates of the nissile body, i.e., g =qand f =r. Snce the
body reference frame is assuned to be nonrolling, p = Q
Substituting in Egs. 4-50 and letting I,=1,=J (because of
cruci form symmetry) gives

r

5-21

p =0, rad/s’ (deg/sz)

G = (M=pyrl)/J, radls® (deg/s’) | (5-20)
F = (N+pygl,)/J, rads’ (deg/s’
wher e

I = nonent of inertia of nissile about the x-axis
kg- ni

J= Iz 1lyfor symetrical nissile, kg-n

M= pitch’ conponent of total nonent vector M
expressed in hbody coordinate system N-m

N= yaw conponent of total nonent vector M
expressed in body coordinate system Nm

P, g, 7= the conponents of the angular acceleration of
the missile measured with respect to the x,~,
yb-, and zb-axes, respectively, rad/s’(deg/s’)

Po = constant or nearly constant roll rate of missile,
rad's (deg/s)

g = pitch conponent of angular rate vector w
expressed in body coordinate system rad/s
(deg/s)

r= yaw conponent of angular rate vector w
expressed in body coordinate system rad/s

(deg/s).
5-7.2 NEGLECTI NG LOW ROLL RATES

Wen  the actual missile roll rate is known to be small
enough to have a negligible effect on the nissile guidance
and dynanics, Egs. 4-45 can be sinplied considerably by
setting p = p = Oand letting I, =I,=j. Then Egs.4-45
becone

=0, rad/s’ (deg/sz)
qg =M/J, rad/s’ (deg/sz)

# = N/J, 1adls® (deg/s’).

(5-21)

5-7.3 AVERAG NG AERCDYNAM C CCEFFI -
Cl ENTS

As a nissile rolls with respect to the plane containing the
total angle of attack, the flow over the surfaces varies as a
function of the roll angle; thus the aerodynanic force
characteristics of the entire nissile are caused also to vary
with roll angle. For exanple, consider a missile maneuver
inavertical plane. Wen the nissile roll orientation is such
that one set of wings and/or fins lies in the maneuver plane
(Fig. 5-8(A)), the lift (or normal force) coefficient and
moment coefficient are different than when the nissile is
rotated with neither set of fins in the naneuver plane (Fig.
5-8(B)).

[f all roll coupling effects could be accurately nodeled in
a flight sinulation so that the instantaneous roll angle @
could be predicted, then all the aerodynamic coefficients
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/— Maneuver Plane

8=0 deg

(A} Fins in Maneuver Plane

Maneuver Plane

(B) Fins 45 deg Relative to Maneuver Plane

Figure 5-8. Fin Rotation Relative to Plane of
Mssile Maneuver

could conceptually be applied as functions of the instanta-
neous roll angle. In general, however, this is not necessary
or even practical. One method of handling this problemin a
similation is to average the aerodynamc coefficients over
all roll angles. Typically, wind tunnel data are measured
with one set of fins in the same plane as the angle of
attack—@ = O deg for an angle of attack in the xz-plane-
and with the body rotated such that the plane of the angle of
attack is halfway between the sets of fins (@ = 45 deg).
Comon practice is to prepare aerodynamc coefficient
input data by averaging the values at the two roll angles.
Some nissiles, however, have a preferred roll orientation in

5-22

a mneuver (Ref. 9), and if this orientation is known for the
mssile being simulated, the average should be weighted
toward the preferred roll angle.

5-7.4 MAGNUS EFFECT

[f a spinning nissile flies in such a way that
rotation is at an angle to the flight path, i.e., it has an angle
of attack, the missile experiences an additional Iift force,
called the Magnus force, in a direction perpendicular to the
plane in which the velocity vector and the rotational axis lie.
The Magnus force depends on the roll rate p and on the total
angle of attack. At lowroll rates the Magnus force may be
insignificance however, in simulating mssiles with high roll
rates, it may be necessary to include the Magnus force and
the associated noment in the equations of notion (Refs. 12
and 20). The Magnus effect is not normally included in
most simulations (Ref. 9), and equations for the Magnus
force are not included in this handbook.

5-7.5 MODULATION OF FIN DEFLECTION
ANGLE

As a mssile rolls, the deflection angle 8 of a given con-
trol surface must be modulated, i.e., adjusted in magnitude,

the mssile roll rate in order to produce an aerodynam ¢
force in a given direction. For this reason the deflection
angl e of a given surface can be represented as a sinusoid.
This variation should be taken into account when cal cul a-
ting aerodynamic coefficients based on the control-surface
defection angle. A common procedure is to use the average
fin deflection over a revolution of the missile. Based on the
assunption that the control-surface deflection angle is nod-
ulated sinusoidally as the nmissile rotates, Ref. 10 gives the
i nstantaneous component of deflection angle of a given fin
inagiven direction, e.g., they-direction, as

)

Yy

wher e
Bpeax=peak fin deflection during revolution of missile,
rad (deg)
&, =angle of effective control-surface deflection in
the yawing direction, rad (deg)
o=nissile roll angle, rad (deg).

The value of the component of fin deflection in the y-direc-
tion averaged over an entire revolution is then

the axis of

5peak
= - [1 +cos(2¢)], rad (deg) (5-22)

)
= —2eak 'rad (deg)
avg 2
wher e
Syav = average fin deflection conponent in y-direc-

tion, rad (deg).

Thi's average fin deflection angle 3, le substituted into
equations when a value of &, is reqmred
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CHAPTER 6
M SSI LE PROPULSI ON

The equations of notion given in Chapter 4 need as inputs the force vector F and monent vector Mcontrib-
uted by the nmissile propulsion system This chapter briefly describes various types of missile propulsion systens
and gives the detailed methodol ogy for determining these force and moment vectors at each conputational time
step for solid propellant rocket motors. Consideration is given to the effects of initial propellant grain tenperature,
anbi ent atnmospheric pressure, changes in mss and moments of inertia, and tube |aunch.

6-0 LIST OF SYMBOLS

A, = exit area of rocket nozzle, nf

F, = instantaneous thrust vector, N

F, = mgnitude of instantaneous thrust force, N
magni tude of reference-thrust force, N

F;’nef

Foy
Fp2b=conponents of thrust vector F,expressed

inthe body coordinate system N
Ig, = specific inpulse of propellant, Neslkg
W, N, = conponents of propul sion monent vector
Mexpressed in body coordinate system
(roll, pitch and yaw, respectively), Nem
& = distance fromcenter of mass to nozzle, m
M, = thrust (propulsion) nonent vector, Nem
m = jnstantaneous missile nass, kg
mg = nissile mss at time of launch, kg
Pg = instantaneous anbient pressue, Pa
Prer = reference anbient pressure, Pa
t=tim since ignition, s
»¥p» 2p = C00rdinates of the body coordinate system
¥; = angl e neasured from xb-axis to projection
of thrust vector F,on xhyb-plane, rad
Y, = angle measured from projection of thrust
vector F,on xbyb-plane to the thrust vector
F, rad

6-1 | NTRODUCTI ON

In general, a nissile propulsion system regardless of the
type, produces thrust by burning propellant and expelling
the exhaust products through a nozzle, as dimed in sub-
pars. 2-2.5 and 4-4.2. In addition to generating thrust,
expul sion of burned propellant products reduces the missile
mass, shifts the position of the center of mass, and reduces
the noments of inertia

Thi's chapter describes methods for handling the propul -
sion system characteristics in a flight sinulation. The end
result is the method of calculating the force and monent

6-1

components that are applied to the missile by the propulsion
system

6-2 TYPES OF PROPULSI ON

Several different types of motors have heen used or
investigated for propelling surface-to-air nissiles; however,
solid propellant rocket motors are used in all current US
Arny surface-to-air nissiles. In accordance with the stated
objectives of this handbook, methods for sinulating solid
propellant rocket motors are given in detail; however, only
brief descriptions of air-augmented rockets, Iiquid propel-
lant rockets, turbojet engines, and ramet engines are given,

6-2.1 SOLI D PROPELLANT ROCKET
MOTOR

For a solid propellant rocket motor, the major portion of
the thrust force, the nomentum conponent, depends only
on the design of the propellant grain and is not affected by
the nissile speed or altitude. In contrast, the pressure com
ponent of thrust is affected by the instantaneous ambient
atmospheric pressure acting on an area equivalent to the exit
area of the rocket nozzle. The fact that the histories of the
mj or thrust components of solid rockets are essentially
fixed by the design of the solid propellant grain becomes
important in conputer simulation of their flight. The thrust
history of a given motor design is constant from one sinu-
lated flight to the next, except for the effects of the initial
temperature of the propellant grain, anbient pressure, and
roll rate. Oten the effects of tenperature and roll rate can
be neglected, so only the variation of ambient pressure
remins to be taken into account during a simulated flight.

Depending on the maturity of the motor design, the thrust
history of a given rocket motor is determined by either ana-
I'ytical calculations or tests of fill-scale motors. The thrust
measured for a captive notor, i.e., one attached to a test
stand, is the sane as the thrust that would be delivered to a
mssile in flight under the same anbient pressure conditions
and with the same initial grain tenperature. Analytical
calculations vary in detail, but the nost accurate predictions
are hased on conplex conputer analyses that account for
the various chenical, thernodynanmic, and fluid dynanic
interactions within the combustion chamber and nozzle of
the rocket motor. Once the thrust history is known, how
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ever, the details of how the thrust is generated are not
important to a nissile flight simulation and are almost never
i ncl uded.

Inaddition to the thrust history, histories of' the mass of
the missile and the distribution of mass are needed. The
mssile mass at any instant in time is used in the simulation
to calculate mssile acceleration (Eqs. 4-37). The mass dis-
tribution is defined by the location of the center of mass and
the monents of inertia. The center of mass is used to calcu-
late the aerodynanic noments (Egs. 5-12), and the
moments of inertia are used to calculate the rotational
response of the missile (Eqs. 4-45). Methods used to model
solid propellant rocket motors in missile fright simlations
are givenin par. 6-3. °

6-2.2 Al R-AUGMVENTED ROCKET MOTOR

Air-augmented rocket motors have air inlet systems that
capture atmospheric air and mix it with exhaust gases of the
rocket. Transfer of some of the kinetic and chenical energy
from the rocket exhaust to the captured air, including sec-
ondary burning, results in an increase in total momentum
exchange across the propulsion unit and gives a significant
increase in thrust. The extent of the net thrust increase over
the added drag of the inlets depends on system design and
operating flight conditions (Ref. 1). Variations in the proper-
ties of the anbient atmospheric air and the airspeed during
flight nust be taken into account in simulations of air-aug-
mented rocket propulsion systens.

6-2.3 LI QU D PROPELLANT ROCKET
MOTOR

Liquid propellant rocket notors use a liquid fuel and a
liquid oxidizer--each carried onboard in separate contain-
ers (Ref. 2). The propellants are netered into a combustion
chanber in which high-tenperature, high-pressure gases are
generated and exhausted through a nozzle to produce thrust.
Flight simulations of nissiles that use liquid propellants are
essentially the same as simulations of nissiles that use solid
propellants unless the potential for throttle control is
exploited in the design of the liquid system

6-2.4 TURBQIET ENG NE

Vehicles that enploy turbojet engines carry the propellant
fuel onboard and use atmospheric air as the oxidizer. Ar
enters a diffuser and compressor section of the engine where
it is conpressed to high pressure. The compressed air is
heated by combustion of the fuel in a combustion chanber
and allowed to expand through a turbine that drives the air
conpressor. Fromthe turbine the high-energy air and prod-
ucts of conbustion are expanded and ejected to the atno-
sphere through a nozzle at the rear of the unit (Ref. 2).
Performance of a turbojet engine is a function of throttle
control setting, Mach nunber, and ambient atmospheric

properties-all of which nust be taken into account in flight
simlations enploying turbojet engines.

6-2.5 RAMIET ENG NE

Aranjet engine is simlar in principle to the turhojet
engine except that the air entering the engine is conpressed
entirely by passing it through diffusers, i.e., trading velocity
for pressure, rather than by a mechanical compressor. As the
flight speed increases, the ramair pressure increases and
provides increased thrust. Aranjet engine will not operate
at zero speed and nust therefore he hoosted to operating
speed by some other means of propulsion, such as a rocket
booster (Ref. 2). Mach nunber and atnospheric properties
mist be taken into account in simulations of ranjet engine
operation.

6-3 SI MULATION OF THRUST AND
MASS PARAMETERS

Since the basic performance of a given solid propellant
rocket essentially is fixed by its design, the basic motor per-
formance will be the same for all simulated flights, as nen-
tioned in subpar. 6-2.1. The only variations in solid rocket
performance from one simulated flight to the next are
caused by any difference in the initial temperature of the
propellant grain, changes in the anmbient atmospheric pres-
sure as the missile changes altitude, and sometimes roll
rate.*

Inputs to the similation that describe the propulsion sys-
temof a solid propellant missile consist sinply of histories
of thrust, mass parameters, i.e., nass, center of mass, and
moments of inertia and the exit area of the rocket nozzle.
Thrust is generally supplied as an input table based on a ref-
erence atnospheric pressure. During the simulated flight,
the thrust obtained fromthe thrust table at each tine stepis
corrected for the anbient atnospheric pressure based on the
instantaneous missile altitude (subpar. 63.2). If the mass is
not supplied in the formof a time history, it can be cal cu-
lated based on the thrust history and an input value of spe-
cific impulse I (subpar. 6-3.3). The exit area is the cross-
sectional area of the rocket nozzle at the point where the
exhaust gas exits from the nozzle.

The center of mass and the monments of inertia are not
needed in three-degree-of -freedom simulations because the
rotational notion of the nissile is not calculated explicitly.

6-3.1 GRAIN TEMPERATURE

If the effects of different initial temperatures of the pro-
pellant grain are inportant to the objectives of the simila-
tion, different thrust tables corresponding to the initial
temperatures of interest are usually supplied. Fig. 2-25 illus-
trates different thrust histories that correspond to different
grain tenperatures. In most applications of nissile flight
similations, the initial temperature of the propellant grain is

*Simulation of the effects of roll rate on the propulsion systemis beyond the scope of this handbook.
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not an issue because it affects the total inpul se-ntegral of
thrust miltiplied by tine-By only a few percent, and only a
single reference-thrust history corresponding to an average
initial grain tenperature is input to the similation.

6- 3. 2 REFERENCE CONDI TI ONS

The equation for correcting the reference thrust for
i nstantaneous ambient atmospheric pressure is

E,= Fpref+ (Pres—Pa) AN 6-1)
wher e
A, = exit area of rocket nozzle, nf
F, = mgnitude of instantaneous thrust force, N

P;,nf = magni tude of reference-thrust force, N
Pa =instantaneous ambient pressure, Pa
Pres = reference ambient pressure, Pa.

Reference thrust F,is the calculated or neasured thrust of
the rocket motor operating in a reference ambient pressure
D, The reference pressure for surface-to-air nissile appli-
cations is alnost always standard sea |evel pressure. How
ever, it is sometimes zero (vacuumj, and occasionally it is
some intermediate pressure. The reference pressure on
which a given reference-thrust history is based must always
be stated.

6-3.3 MASS CHANGE

The change in mss of the missile during flight is deter-
mned by the propellant mess flow rate, i.e., the momentum
conponent of thrust and therefore does not vary from one
flight profile to another for a given missile design. If the
mass history of the notor is not provided in the propul sion
system data set, it can be calculated using

t
-]
m=m,--—|F_ dt kg
0 Isp Pref
0
where
If,,ref = nmagnitude of the reference-thrust force, N
Ig, = specific inpulse of propellant, Nes/kg
m = instantaneous mssile mass, kg
mg = nissile mss at time of launch, kg
£ = tine since ignition, s.

In Eq. 6-2 the specific impulse Ispmust be based on the
sane reference pressure as the reference thrust. A single
average value of delivered Ispusually is provided for a
boost-glide motor; however, for a boost-sustain notor two
different average values of delivered | are needed-one
for the boost phase and one for the sustain phase. Since the
i nstantaneous mass does not depend on the anbient pres-
sure, the mass can be precalculated as a function of tinme by
using Eg. 6-2 and input to the simulation as a tahle; how
ever, it is often calculated within the similation. Likew se,
for five- or six-degree-of-freedom simlations, the instanta-
neous location of the center of mass and the pitching and
rolling moments of inertia can he precalculated or calcu-
lated within the sinulation.

6-3.4 TUBE LAUNCH

Tube-1aunched nissiles that are shoul der-fired are ejected
fromthe tube by an ejection charge as described in subpar.
2-2.5.2. The dynanics of the acceleration of the missile
within the tube usually are not sinulated since they are
essential] y the same for every firing. Instead the velocity
inparted to the nissile by the ejection charge is used as the
initial velocity of the missile with the simlation beginning
after the mssile has cleared the tube. The initial mass of the
mssile, then, does not include the mass of the ejection
char ge.

6-4 PROPULSI ON FORCE AND MOMENT
VECTORS

In nost mssiles the magnitude of the thrust F, calcu-
lated by Eq. 6-1, is directed along the xb-axis (the nissile
centerline). Then, the components of the thrust vector F,
expressed in the body reference frane are

pr = F,, N
b
F, =0,N
Py, > (6-3)
sz =0,N J
b
wher e
F, = magnitude of instantaneous
thrust force, N
ﬁ”xb'ﬁ’yb’ﬁ’zb = conmponents of thrust vector F,

expressed in the body coordinate
system N

6-3
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[f the line of thrust is misaligned fromthe nissile axis by
angles y,and y, as shown in Fig. 6-1(A), the components
of the thrust vector are given by

F.on xbyb-plane to the thrust vector F, rad.
The conponents of the noment vector Mare given by

Lp =0,N'm 1
F = F cosy,cosy,, N) M =F ¢ ,N-m
be 4 P psz 3 (6-5)
E, = F,cosy,siny, N | N =-F ¢,N-m
yb (6‘4) P pyb 4 J
FPZ = —FPSIHY2’ N wher e
b ’ N, = conponents of propulsion monent
vector Mexpressed in body
wher e , o coordinate system (roll, pitch, and
y; = angle measured from xb axis to projection of yaw, respectively), Nm
thrust vector F,on bebfpl alne rad &Zp = distance from center of mass to
Yo = angle neasured fromoprojection of thrust vector nozzle, m
v, Thrust Vector Fp / Yb
?51\ N /
e L TN
){b —
Missile Centerline
Body-Reference Frame

(A) Thrust Vector Direction Relative to Body-Reference Frame

Yp

a4

prbz Fy sinY,

Nn = Fm., zn

l & &rhH &

P .
Xp e l - — e F*p
\.‘
Center of M Foyy Resultant Thrust
| Vector Fp
(P

(B) Moment Produced by Thrust Vector
Figure 6-1. Thrust Force and Monent

6-4
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Fig. 6-1 (B) illustrates a thrust vector that is nisaligned
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CHAPTER 7

M SSI LE AND TARGET MOTI ON

This chapter describes mathematical techniques enployed in mssile flight sinulations to calculate the notion of
hoth the nissile and the airborne target. Methods of conbining the gravitational, aerodynanic, and propul sive forc-
es (described in Chapters 4, 5, and 6) with the vehicle equations of motion (described in Chapter 4) are presented.
Variations in the methodol ogy for treating different numbers of degrees of freedom are described; and the equations
for simulating sinple target evasive maneuvers are given. A method of calculating the closest approach vector and
the time of closest approach is provided.

7-0 LI ST OF SYMBOLS C,p = roll danping derivative relative to roll
A =axia force vector; N rate p, rad’(deg’)
Aa =rate of change of achieved-lateral-accel- Cp = slopg (.)f curve forned by .rOII ronent
eration vector ms’ coefficient Q.versus effective cqntrol-
A, =achieved-|ateral -accel eration vector, Elg;gcfi Cefection for rall 8, rad
n's’ . .
A = ::T(;nsrr?nded-lateral-accel eration vector, Cn = :str)Stdycn:r?t]ecr g;tcmﬁss@g?%nsﬁﬁfelsg ent
Ay =total acceleration vector of target, nfs’ Cmg = g:ttccr? ri?gp'qngrg(?['((\j/s;ﬂ)ve relative to
A= y:cgtﬂ;rtuge NOf aerodynam ¢ axial force Conger = Pitching morent coefficient about ref-
, erence monent station, dinensionless
A = g?g?litol;\de\/:gt Ocromggd-lateral-accel- Cmg = Sl 0pe of curve formed by pitch moment
, coefficient Cversus angle of attack a,
A, = rocket nozzle exit area, nf red-1 (deg’)
Amax = BN tude of ' maxinum lateral acceler- Cmg = pitch danping derivative relative to
ation, mls angle of attack rate a (slope of curve
Ar = magnitude of total acceleration vector . formed by Cversus a), rad'(deg")
Acof target, nfs’ Cmg = sl ope of curve formed by pitch monent
A, = Monitude of achieved flight path accel- coefficient Cuversus effective control-
eration of target, ms’ surface defection for pitch 8, rad’
Az = comanded target meneuver accelera- (deg™)
tion, nfs’ Cy = aerodynanic normal force coefficient
Az = azimith angle nmeasured fromx;-axis to di mensi onl ess
projection of vector Ron xy-plane, rad Cy. = coefficient corresponding to component
(deg) Y of normal force on yb-axis, dinension-
BandC = internediate variables used in the cal cu- | ess
lation of C, dimensionless Cy, = coefficient corresponding to conponent
C, = aerodynamic axial force coefficient, of normal force on zb-axis, dinension-
di mensi onl ess  ess
Cp = aerodynamic drag coefficient, dimen- Cng = slope of curve forned by normal force
sionl ess coefficient Cversus angle of attack a,
Cpy = zero-lift drag coefficient, dinensionless rad’ (deg’)
C. = aerodynanic lift coefficient, dimension- C, = aerodynanic yaw monent coefficient
| ess about center of mass, dinensionless
Crq = slope of curve formed by lift coefficient Cn, = yaw damping derivative relative to yaw
CL versus angle of attack a rad’ rate r, rad’ (deg’)
(deg”) C,,mf = yaw monent coefficient about reference
C, = aerodynanic rol| monent coefficient monent  station, dimensionl ess

about center of mmss, dinensionless

-1
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= sl ope of curve formed by yaw ng

monent coefficient Cversus angle of
sideslip B, rad' (deg’)

= yaw ng danping derivative relative to

angle of sideslip rate B, rad’(deg”)

= slope of curve formed by yaw monent

coefficient Cversus effective conltrol-
surface deflection for yaw 8y, rad”

(deg’)

= aerodynami¢ drag force vector, N
= magni tude of aerodynanic drag force

vector D, N

= aerodynami ¢ reference length of body,

m

= elevation angle neasured from projec-

tion of line-of-sight vector Ron xyr
plane to the vector Rrad (deg)

= resultant aerodynanic force vector, N
= gravitational force vector, including

effects of earth rotation, N

= total instantaneous thrust force vector,

N

= conponents of aerodynanic force vec-

tor Fexpressed in the body coordinate
system N

= conponent of gravitational force vec-

tor Fexpressed in the body coordinate
system N

= conponents of gravitational force vec-
tor Fexpressed in the earth coordinate
system N

= magni tude of total instantaneous thrust
force vector F, N

= reference thrust force, N

of thrust vector F,

expressd in the body coordinate sys-
tem N

= acceleration due to gravity, ms’

= acceleration due to gravity at earth sur-

face (nomnally 9.8 ms’), nis’

= altitude above mean sea level, m
= specific imulse of propellant, N-s/kg
= monents of inertia (diagonal elements

of inertia matrix when products of iner-
tia are zero), kg-nf

= constant in induced drag coefficient,
di mensi onl ess

= aerodynanic lift force vector, N

= conponents of total monent vector M
expressed in body coordinate system
(roll, pitch, and yaw respectively), Nem

= conponents of aerodynani ¢ nonent

7-2

L,

'MP'NP =

Po =

Pref
Q
R

Reanh -

R{=

R, =

vector MA expressed in body coordinate
system(roll, pitch, and yaw respec-
tively), Nem

components of propul sion noment vec-
tor Mexpressed in body coordinate
system(roll, pitch, and yaw respec-
tively), Nem

magni tude of aerodynamic lift force
vector L, N

distance fromcenter of mass to nozzle,
m

total monment vector acting on a hody,
Nem

= aerodynanic monent vector, Nem
= mss distance vector at time of closest

approach, directed frommssile to tar-
get, m

= thrust (propulsion) nonment vector, N-m
= instantaneous mass of nissile, kg

= mss at time of launch, kg

= aerodynamic normal force vector, N

magni tude of aerodynamic normal force
vector N, N

load factor in units of g, dinensionless

specified maximum [oad factor in units

of g to be applied during maneuver, di-
mensi onl ess

position vector of nissile, m
position vector of target, m
initial position vector of target, m

= eriod of target weave maneuver, S
= kill probability, dinensionless

components of angular rate vector w ex-
pressed in body coordinate system(roll,
pitch, and yaw, respectively), rad/s
deg/s) .
components of angular acceleration @
expressed in hody coordinate system
(roll, pitch, and yaw respectively). radl
s*(deg/s))

anbient atmospheric pressure, Pa

= reference ambient pressure, Pa
= dynanic pressure parameter, Pa

range vector fromnissile center of
mass to target center of mss, m
line-of-sight vector frommissile to tar-
get expressed in earth coordinates, m
line-of-sight vector from target to mis-

sile expressed in target coordinate sys-
tem m

radius of the earth, m
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Ry Re, Ry, = coMponents of line-of-sight vector R
"™ expressed in target coordinate system

m
S = aerodynanic reference area, n
[Tye) = transformation matrix fromearth to
body coordinates, dinensionless
[Ty) = transformation matrix from earth to tar-
get coordinates, dimensionless
¢t = similated time, s
(© = indicates that the associated variable is
calculated at the current calculation
time
(=Ar) = indicates that the associated variable is
calculated at the previous calculation
tine
t.e = time of closest approach,s
tmi = UM since initiation of the maneuver,s
uy, = Unit vector indirection of lateral-accel-
eration-command vector A, dimension-
| ess
u, = Unit vector in direction of mssile cen-
terline axis, dinensionless
uy,, = Unit vector in direction of velocity of
mssile center of mass V, dimension-
| ess

= unit vector in direption .of relative veloc-
ity vector V,, dinensionless

uyvw = conponents of absolute linear velocity
vector V,expressed in body coordinate
system m's

u,v,w = conponents of linear acceleration
expressed in body Coordinate system

fxl

bl Y,

ms’
V = absolute linear velocity vector of a
. body, m's
Ve = acceleration vector of mssile center of
mass, n's

Ve = absolute velocity vector of mssile cen-
ter of mass (equivalent to the vector V
for a general body), m's
Vr = velocity vector of target center of mass,
ms
Vrae = velocity vector of the center of nass of
the target relative to the center of mss
of the mssile, ms

V = speed of a body, speed of air relative to
a hody, magnitude of velocity vector V,
Inls

Vpy = mgnitude of velocity vector of the cen-
ter of mass of the missile V, m's

Vy = magnitude of velocity vector of target

7-3

Vom =

==
"

Xref =

>R Q
"

" =

Y =

[=<]
!

]
L}

center of mass V, m's

magni tude of velocity vector of the cen-
ter of mass of the target relative to the
center of mass of the mssile V,, nfs

wei ght vector, N
wei ght, N

= i nstantaneous distance from nose to

center of nass, m

distance from nissile nose to the refer-
ence monent station, m

angle of attack rad (deg)

total angle of attack rad (deg)

angle of sideslip (angle of attack in yaw
plane), rad (deg)

angle measured from xb-axis to projec-
tion of thrust vector F,on xy,-plane,
rad (deg)

angle measured from projection of
thrust vector Fon xy-plane to the
thrust vector F, rad (deg)

= conputation time step, s
= general, or effective, angular deflection

of control surface relative to body, rad
(deg)

effective control-surf’ deflection
causing pitching monent, rad (deg)
effective  control-surface deflection
causing rolling noment, rad (deg)
effective  control-surface deflection
causing yawing monment, rad (deg)
danping ratio of a second-order system
di mensi onl ess

Euler angle rotation in elevation (pitch
angle), rad (deg)

= atnospheric density, kg/ni
= time constant (time to achieve 63% of a

step comand in a fit-order system, s

Euler angle rotation in roll (roll angle),
rad (deg)

target aircraft bank angle (Euler roll
angle of the target coordinate system
relative to the earth coordinate systen,
rad (deg)

Euler angle rotation in azimth (heading
angle), rad (deg)

rates of change of Euler angles in head-
ing, pitch, and roll, respectively, radls
(deg/s)

angular rate vector of rotating reference
frame relative to inertial frame, radls
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wy = anqular rate vector of target flight path,
rad/s (deg/s)
w, = undanped natural frequency of a

second-order system rad/s (deg/s)

7-1 1 NTRODUCTI ON

Mssile and target motions are calculated in a sinulation
by means of the equations of notion given in Chapter 4 by
using values of the various forces acting on the vehicle.
Methods of determining the values of the gravitational,
aerodynamic, and propulsive forces for substitution into
these equations of notion are given in Chapters 4,5, and 6.
The equations of motion apply to any flying vehicle includ-
ing the nissile and the target. Integration of the differential
equations of motion yields the translational and rotational
velocity and position histories of a vehicle throughout the
similated flight. The equations are usually sinplified for
calculating target notion and may also be sinplified for cal-
culating nissile motion, depending on the objectives of the
sinmulation.

Vehicle translational and rotational equations of motion
are usually solved in the body coordinate systemif the sim
ulation has five or six degrees of freedom In sinulations
with three degrees of freedom rotational notion is not cal-
culated explicitly, and the translational equations of motion
are most conveniently solved in the earth reference frame.

Wth three degrees of freedom nissile angular nmotion
about the pitch axis is calculated implicitly for use in calcu-
lating the angle of attack. The use of a second-order transfer
function is a convenient method of incorporating realistic
mssile angular response characteristics into a three-degree-
of -freedom sinul ation. Sinulations that calculate pitch and
yaw rotational notion inplicitly as opposed to including
themin the basic equations of motion have been called
pseudo-five-degree-of -freedom sinulations.

In sinulating the motion of the target, the objective is to
provide the neans to study missile flight response to target
flight characteristics. These target flight characteristics my
extend from straight and level fright to conplex evasive
maneuvers. Target position relative to the missile is used in
a similation to calculate nissile guidance system responses;
target angular attitude relative to the nmissile is used to cal-
culate target signature, which depends on the relative
aspect.

7-2 COORDI NATE SYSTEMS

As discussed and illustrated in Chapters 3 and 4, flight
similations use different coordinate systems to express dif-
ferent kinds of vectors. Typically, vehicle motion is mea-
sured relative to the earth; therefore, the output position and
velocity vectors are usually in the earth coordinate system
(Fig. 3-1(C). The calculation of positions and velocities,
however, involves various applied forces, which are some-
times difficult to handle nathematically in the earth coordi-

7-4

nate system As previously discussed, aerodynamic forces
result directly fromthe relative wind, therefore, aerody-
namc force vectors arc most easily defined by expressing
themin the wind coordinate system i.e., wind reference
frame, (Fig. 3-1 (F)). Also, since the rotational inertial prop
erties of the vehicle are most easily defined relative to prin-
cipal body axes, the body coordinate system (i.e., body
reference frame) is used to calculate changes in vehicle atti-
tude. Equations for transformng vectors from one coordi-
nate systemto another are given in Appendix A

For simulations with six degrees of freedom the equa-
tions of notion are usually expressed in the body coordinate
system Force and moment vectors that are determined in
other coordinate systems are transformed to the hody coor-
dinate system for use in the equations of notion. The first
integration of the equations of notion yields the vehicle
translational and rotational velocities expressed in the hody
coordinate system Usually the velocities and other vectors
in the equations of motion are then transformed to the earth
system for the second integration to yield vehicle position
and attitude in the earth coordinate system

For sinulations with only three degrees of freedom the
equations of notion are usually expressed directly in the
earth coordinate systemfor both integrations. Since rota-
tional motion is not calculated explicitly, the need to express
the equations of motion in body coordinates is elininated.
Aerodynanic forces, determined in the wind system and
propul sive forces, deternined in the body system are trans-
formed to the earth system before substitution into the equa-
tions of notion.

7-3 M SSILE MOTI ON

The simulation of nmissile motion usually begins at the
instant the missile leaves the launcher and ends at the tinme
of closest approach to the target. Although the miss distance
is the final neasure of merit of nissile flight performance,
the details of missile motion throughout the flight are often
of equal interest to the user of the simulation,

7-3.1 I NITI AL CONDI Tl ONS

The equations of motion can be solved by starting at any
point in the flight provided that all the conditions describing
the state of the nissile at that point of time are known. Since
the initial motion of the nmissile relative to the launcher is
essentially the same for all flights, this quantity can be pre-
calculated and supplied as an input to the simlation in the
formof initial nissile velocity.

Wien the rocket motor or ejection charge is ignited, the
mssile begins to travel along the launch rail or in the launch
tube. The forward missile hangars or supports reach the end
of the launcher and are the first portions of the nmissile to
becone unsupported. Wth the forward portion of the nis-
sile unsupported while the rear portion is still supported hy
the launcher, the force of gravity causes a downward rota-
tion of the nmissile. The angular rate of the launcher is
inparted to the missile, and as the nissile leaves the
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l'auncher, the dynanics of the rotating launcher acting on
the rear of the missile while the forward part is unsupported
inparts an angular velocity to the nmissile (Ref. 1). These are
called tip-off effects, as discussed in subpar. 2-4.1

For many applications of missile flight sinulations, the
detailed angular rates inparted to the nissile at launch are
considered to be of mnor inmportance, and the transition
fromfully supported to conpletely airborne is not included
inthe sinulation Instead the simuilationis started at the
instant the missile becomes fully unsupported, and the ini-
tial conditions are those conditions that would exist at that
instant. If determining missile performance in the early part
of its flight is an inportant objective of the similation, how
ever, these angular rates nust be either precal culated and
input to the similation or calculated by a tip-off routine
within the sinulation.

7-3.2 MSSILE FLI GHT

A sinulation computes missile flight parameters by using
nunerical methods to solve the equations of notion at
sequential, sinmulated time points. The internal between suc-
cessive calculation times is very small, usually 0.1 s or less,
depending on the frequency content of the missile motions
being sinulated. The results at any given calculation tine
depend on the results from the previous calculation tine,
Thus all the parameters that affect the control and the flight
of the missile are updated and substituted into the equations
of motion at each successive conputation time to generate
the history of missile motion. -

Because the five- or six-degree-of-freedom nodel s and
the three-degree-of-freedom models differ considerably in
complexity, they are discussed separately.

7-3.2.1 Six Degrees of Freedom

In six-degree-of-freedom models, rotational motions
about all three mssile axes are simlated, and the transla-
tional equations-expressed in body axes-include terms
that account for the rotating body reference frane.

7-3.2.1.1 Translational Equations

The translational equations of motion, expressed in the
body reference frame and including the appropriate aerody-
namc, propulsive, and gravitational forces, are given in
Chapter 4 and are repeated here for convenience:

7-5

\
F, +F, +F,
. b *b *b 2
u = - (gw—rv), m/s
m
F, +Fp +Fg |
v = —2 b b_ (ru- pw), mss
m
F, +F +F
. Azb Py, %, 2
w = - - (pv—qu), m/s
LA 71N
4-217)
where

FyyoFay, Fag, = components of aerodynanmic force
vector F,expressed in the body
coordinate system N

F, .F, .F, =conponents of gravitational force
8xp” 8yp™ 8 ;
TS ector F,expressed in the body

coordinate system N
F, .F, .F, =conponents of thrust vector F, ex-

Pxp’ Pyp’ Pzp . .
b pressed in the body coordinate sys-

tem N
m=instantaneous nssile mass, kg

p.g.r=conponents of angular rate vector w
expressed in the body coordinate
system (roll, pitch and yaw, respec-
tively), radls

uwy,w=conponents of absolute |inear
velocity vector V,expressed in the
body coordinate system nis

u,yw=components of linear acceleration
expressed in the body coordinate
system s’

7-3.2.1.1.1 Aerodynamc Force

The method used to calculate the conponents of aerody-
namc¢ force for substitution into Eq. 4-37 depends |argely
on the formof the available aerodynanic data set. If exten-
sive tables of the coefficients of the normal-force (pitch and
yaw conponents) and axial force are available as functions
of Mach nunber, angle of attack, angle of sideslip, and con-
trol-surface deflection conponents, table Iookup procedures
are used to obtain aerodynanic force coefficients directly.
The resulting force coefficients are enployed to calculate
the aerodynamic force conponents using

w
F, =-05pV,/C,S
*b
F, =05pV,’CyS {,N  (7-1)
Yy Y
F, =05pV,’C\ S
Z

Zb )
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where
C,=aerodynamic axial force coefficient, dimen-
sionl ess
Cy=aerodynamc nornal force coefficient, dinen-
sionl ess
Cy, = coefficient corresponding to conponen of
normal force on yb-axis, C——=—.
di mensi onl ess Vew

Cn,=coefficient corresponding to conponent of
normal force on zh-axis, C———»
di mensi onl ess v+ w?
S=aerodynani ¢ reference area, ni
V= magnitude of velocity vector of
mass of the missile V, nfs
p=atmospheric density kg/n.

the center of

Note that a positive axial force is equivalent ma negative
force conponent F,,.

[f the given aerodynamic data are supplied in a less con-
venient form as is often the case, appropriate transforng-
tions anmong lift, drag, normal force, and axial force (Eqs. 4-
13 and 4-14) maybe required. If extensive tables of aerody-
nanic force coefficients are not available, as in the early
stages of development of a nissile concept, advantage may
be taken of the fact that the force coefficients usually are
approxi mately linear in the regions of most interest, and

mich smaller tables of coefficient derivatives, discussed in
par. 5-2, are used.
The angle of attack and angle of sideslip, required for

table lookup of the coefficients, are calculated using

a= Tan'l(y)
U
B = Sm‘-l(_v_)
VM
wher e

u,v;w= conponents of absolute Iinear velocity vector
V, expressed in the body coordinate system
ms
Vipr= magni tude of velocity vector of
mess of the missile V, n's
o= angle of attack, rad (deg)
B=angle of sideslip, rad (deg).

,rad (deg)  (7-2)

the center of

These definitions of aand B result in algebraically posi-
tive (+) angles when the respective lateral conponents w
and v of velocity V,are positive. However, the correspond-
ing normal force conponents F,and F,,= in negative
directions. Thus either the tabulated aerodynamc coeffi-
cients must follow the same convention, i.e., positive angles
of attack and sideslip correspond to negative normal force
coefficients, or as is often done, the algebraic signs in Egs.

7-6

7-1 or 7-2 are adjusted appropriately to produce the proper
force directions.

An alternative and often used equation for calculating the
angle of sideslipis

B = Tan_l(-l-‘:), rad (deg). (7-3)

For small angles the angles of sideslip calculated by Eqs. 7-
2 and 7-3 are essential |y equivalent.

The control-surface deflections, required as argunents in
the table I ookup of aerodynamic force coefficients, are
obtained from the output of the guidance and control cal cu-
lations discussed in Chapter 8.

7-3.2.1.1.2 Propul sive Force

The components of propul sive force expressed in the
body reference frame are cal culated by using

5
F!’,b = F,cosy,cos¥,, N
prb = Fcosy,siny;, N ! (6-4)
sz = —Fpsmyz,N
b
where.
Fp=mgnitude of total instantaneous
thrust force vector F, N
FPXprbePZb_conponents of thrust vector F,

expressed in the body coordinate
system N

¥, = angle measured from xb-axis to pro-
jection of thrust vector F,on Xy,
plane, rad (deg)

Y, =angle neasured from projection of
thrust vector F,on xy,-plane to the
thrust vector F, rad.

The magnitude of the thrust force Fis calculated by
Fp = Fpmf + Pres = Pa)Aes N (6-1)
wher e
A, =rocket nozzle exit area, nf
F, . =eference thrust force, N
Pg=anbient atmospheric pressure, pa
Pres=reference anbient pressure, Pa.

The atmospheric pressure p,corresponds to the current alti
tude of the missile and tenperature of the air, and the value
of F,,corresponds to the current simulated time in the ref-
erence thrust table. If the missile does not use thrust vector
control and no errors in thrust alignment are being sinu-
lated, the thrust deflection angles y and y, usually are
equal to zero. The parameters F,, F,, and F,the

Pyb?
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conponents of the propul sive force to be substituted into
Egs. 4-37.

7-3.2.1.1.3 Gavitational Force

The gravitational force expressed in earth coordinates is
given by

~

F, =0,N
gx
€
Fg, =ON (7-4)
€
Fg =mg, N
‘ze
where
FSXC,nge,ng=conponents of gravitational force

vector F expressed in the earth

coordinate system N
g=noderation due to gravity, rn/s’
m=instantaneous nass of missile, kg.

The dependence of the acceleration due to gravity on the
altitude of the mssile is given by

R2
8o [Tiﬁ?] /s’ (4-29)

acceleration due to gravity, ms
go=acceleration due to gravity at earth surface
(nominally 9.8 ms’), nis’
h=altitude above nean sea level, m
R, =radius of the earth, m

wher e

The acceleration due to gravity at sea level go is selected
fromTable 4-2 for the appropriate latitude or is set to an
average value of 9.8 ms’ The altitude h in Eq. 4-29 is the
current altitude of the mssile above sea level. Cftengis
approxi mated by g,in a simlation regardless of altitude
because of the relatively small variation of g with altitude.

The gravitational force expressed in body coordinates is
calculated by multiplying Egs. 7-4 by the matrix in Appen-
dix Athat transfroms a vector font the earth frame to the
hody frane:

- s
F F

g g

*p e

F, | =11.,11F: |.N

gyb [ b/e] gye ] (7-5)
F F

g g
| b L el

7-7

where

[Tyel=transformation matrix fromearth to body
coor di nat es.

The terms F,, F, and F are the conponents of the
gravitational force to be substituted into Egs. 4-37.

7-3.2.1.1.4 Translational and Angular Rates

The translational velocity components u, v, and was well
as the corresponding acceleration conponents are eval uated
by the simultaneous solution of Egs. 4-37. The rotational
velocity conponents p, g, and r rquired for substitution
into Egs. 4-37, are obtained fromthe similtaneous solution
of Egs. 4-46, as described in par. 7-3.2.1.2

7-3.2.1.1.5 Mass

The value of missile mass mfor substitution into Egs. 4-
37 and Eq. 7-4, is the value determned by table lookup as a
function of the current simulation tine, or, as an alternative,
m can be calculated within the simulation, by using

4
m=m-r[F, dikg (62
sPo ref
wher e
F,,nf=reference thrust force, N

Ig=specific inpulse of propellant Nes/kg
mg= nissile mss of the mssile at time zero (i.e.,
at the time of launch), kg
t= simlated tine, s.

This conpletes the description of variables for substitution
into Egs. 4-37 to calculate translational motion,

7-3.2.1.2 Rotational Equations

The rotational equations of motion expressed in the body
reference frane for sinulations with six degrees of freedom
are

N

p=[Ly+Lp—qr(I,-1)]1/I,,tadls’ deg/s’)
rad/s’ (deg/sz) ’
#= [Ny+Np-pg(I,-1)1/1, radls’ (deg/s’)

g= M, +Mp—rp(I,-1)1/L,

J

(4-46)
wher e
LMy Ny=conmponents of aerodynanic
monment vector MA expressed in
body coordinate system (roll, pitch,
and yaw, respectively), Nem
L,,M,.N, = conponents of propul sion monent
vector Mexpressed in hody coordi-
nate system (roll, pitch, and yaw,
respectively), Nem
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L.I,1,=monents of inertia (diagonal ele-
ments of inertia matrix when prod-
ucts of inertia are zero), kg-nf

p-q.r=_components of angular rate vector w
expressed in the body coordinate
system (roll, pitch, and yaw, respec-
tively), rads (deg/s)

p.g,r, = conponents of angular acceleration
@ expressed in body coordinate
system (rol I, pitch, and yaw, respec-
tively) radls’(deg/s).

7-3.2.1.2.1 Aerodynam ¢ Mment
The conponents of aerodynanic noment,
tioninto Egs. 4-46, are given by

for substitu-

= 0.5pV% GSd, N-m (5-6)
My =0.5pVZ C,,Sd, N-m (5-7)
ar 9 ;2 L N 75_Q)
Ng=uUopvy L n ,nm (J-0)

wher e

Cy=aerodynamc roll nonent coeffi-
cient about center of mass, dinmen-
sionl ess

Cp,= aerodynamc pitch nonent coeffi-
cient about center of mass, dinen-
sionl ess

C,= aerodynani ¢ yaw monent coeffi-
cient about center of mass, dimen-
sionl ess

d=aerodynam ¢ reference length of
body, m

La:Ma.Ny= conponents of aerodynanic no-
ment vector MA expressed in body
coordinate system (roll, pitch, and
yaw), respectively, Nem

S= aerodynani ¢ reference area ni

Vay=magnitude of velocity vector of the
center of mass of the mssile, V,
ms

p=atmospheric density, kg/n.

The aerodynam ¢ moment coeffici ents are obtained from

G =G 8 +551C P dimensionless
2VM 4
(5-15)

7-8

Xom = X, d
c,,,:c,,,ref-c,VZ y A 2VM(c:,,,qﬂuc,,,él).g
C=C +Cyim ety 4 (c g,y
n=Cn TN T Ty, T
dimensionless (5-12)
wher e

Cy= aerodynamc rol | nonent coefficient about
center of mass, dimensionless

Cb:roll danping derivative relative to roll rate p,
rad’ (deg")

Cy= slope of curve formed by roll nmoment coeffi-
cient Cversus control-surface deflection
rad' (deg”)

C,=aerodynani ¢ pitch moment coefficient about

center of mass, dimensionless

=pitching moment coefficient about reference

moment station, dimensionl ess
Cmq= pitch danping derivative relative to pitch rate
q, rad"(deg’)

=|pitch damping derivative relative to angle of
attack rate a (slope of curve formed by C,
versus a), rad”(deg’)

Cy,=coefficient corresponding to conmponent of
nornal force on yb-axis, dimensionless
Cn,=coefficient corresponding to conponent of
normal force on zb-axis, dinensionless
C,=aerodynani ¢ yaw nonent coefficient about

center of mmss, dimensionless
Gy =yaw darrpl ng derivative relative to yaw rate

Crires™

C,.
o3

r, rad’(deg")

C,,mf= yawing noment coefficient about reference
moment station, dimensionless

C,.

= yaw danping derivative rel atlve to angle of
sideslip rate B, rad' (deg?’)
d=aerodynani ¢ reference length of body, m
pg,r=conponents of angular rate vector w
expressed in hody coordinate system(roll,
pitch, and yaw respectively), rad/s
Vag=magnitude of velocity vector of the center of
mass of the nmissile V, s
X.m=instantaneous distance from nissile nose to
center of mass, m
xpp=di stance from mssile nose to reference
monent station, m
8,=effective control-surface deflection causing
rolling noment, rad (deg).

As discussed in subpar. 5-2.4, the moment coefficients may
be input to the flight similation in the formof tables. In this
case C fand C,, are obtained by table |ookup based on

the current control-surface deflection angles 8, and 8.
However, if the noment derivatives are to be enployed m
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lieu of extensive noment coefficient tables, these reference
moment coefficients are obtained using

C”'ref= Cr 0+ C,,,BSP , dimensionless(5-13)

C,,mf= C”BB + C,,68y , dimensionless (5-14)

wher e
C

e = pitching nonent coefficient about reference

moment station (This is the static val ue nor-
mel Iy measured in the wind tunnel.), dimen-
sionl ess

C,,,a=s|0pe of curve formed by pitch noment coef-
ficient. Cversus angle of attack a, rad”
(deg?)

C,,.= slope of tune formed by pitch monent coef-
ficient Cversus control-surface deflection
for pitch 8, rad’(deg?)

C,,mf=yavw ng nmoment coefficient about reference
moment station, dimensionl ess

C,.=slope of curve formed by yaw ng noment
coefficient Cversus angle of sideslip B,
rad’ (deg")

C,.=slope of curve formed by yaw moment coeffi-
cient Cversus effective control-surface
deflection for yaw d rad”(deg’)

a=angle of attack rad (deg)

B= angle of sideslip, rail (deg)

S,=effective control-surface deflection causing
pitching monent, rad (deg)

8,= effective control-surface deflection causing
yawi ng noment, rad (deg).

Attention nust be given to the algebraic signs of a and B
used in Egs. 5-13 and 5-14 to ensure correct directions of
the aerodynam ¢ moments. (See related discussion for force
equations in subpar. 7-3.2.1.1.1) For example, see Egs. 12-
41. The control -surface defections 8,and 8, in the pitch
and yaw planes, respectively, are outputs fromthe guidance
and control routines. The pitch noment derivatives- Cay,
Conso and (Cpp,, + Cp 5)-are obtained by table lookup as
functions of Mach number. For cruciform nissile configura-
tions the derivatives in the yaw pl ane—-—C,,B, Chg and (C, +
Cag)-are equal to the respective derivatives In the pitch
plane. The location of the enter of mass x,can be calcu-
lated froman integration of thrust, or it can be obtained by
table | ookup as a function of time. The coefficients C,and
C.are the normal force coefficients that correspond to the
conponents of normal force in the yb- and zb-directions,
respectively,

7-9

FA
Vb
C"’y T 0spV2s
. pp M= ., dimensionless (7-6)
AZ
b
Cy = ——5—
z 05pV,S

wher e
Cy, = coefficient corresponding to conponent of
normal force on yb-axis, dimensionless
Cn,=coefficient corresponding to component of
normal force on zb-axis, dimensionless
FAyb'—' y-conponent of aerodynamic force vector F,
expressed in the body coordinate system N
FAzb=z-corrponent of aerodynanic force vector F,
expressed in the body coordinate system N
S=aerodynani ¢ reference area, nf
Vyy=magnitude of velocity vector of the center of
mess of the missile V, nfs
p= atnospheric density, kg/ni.

The normal force conponents Fa,and Fa,are obtained
fromEg. 7-1.

7-3.2.1.2.2 Propul sive Noment

For most applications the moment produced by the pro-
pulsion systemwill be zero. To simulate nissiles that do
experience a moment generated by the propul sive thrust the
conponents of that moment are calculated by using

3

L,= 0
Mp = sz:p - N-m (6-5)
N,=-F, ¢,
b P
wher e
Fny y-conponent of thrust vector F,

expressed in the body coordinate
system N
=z-conponrnt of thrust vector F,
expressed the body coordinate
system N
L,.M,,N, = conponents of propul sion moment
vector Mexpressed in body coordi-
nate system(roll, pitch and yaw,
respectively), Nrn
&= distance fromcenter of mass to
rocket nozzle, m

FPz

The distance |,is calculated using the current value of the
i nstantaneous distance frommssile nose to center of mass

Xcm
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7-3.2.1.2.3 Monments of Inertia

The nonents of inertia |, |,and |,are obtained by table
lookup as functions of tine.

This conpletes the description of variables for substitu-
tioninto Eqs. 4-46 to calculate the rotational motion.

7-3.2.1.3 Euler Angles

Mssile attitude is required for a nunber of simulation
functions including the calculation of angle of attack, seeker
gimbal angles, fuze look-angles, and warhead spray pattern.
insimlations with five or six degrees of freedom the nis-
sile attitude is calculated directly by integrating the set of
equations that define Euler angle rates, i.e.,

¢ = p+ (gsin¢ + rcos¢) tan8, rad/s (deg/s)

0 = gcos¢—rsing , rad/s (deg/s)
Y = (gsind + rcosd) /cos8 , rad/s (deg/s)
(4-51)
wher e
©: = Euler angle rotation in elevation (pitch
angle), rad (deg)
¢: = Euler angle rotationinroll (roll angle), rad
..o, (deg)
,0,9 : =rates of change of Euler angles in heading,

pitch, and roll, respectively, rad/'s (degls)

pg.r: = conponents of angular rate vector w
expressed in body coordinate system (roll,
pitch, and yaw respectively), rads.

7-3.2.2 Five Degrees of Freedom

A five-degree-of-freedom simlation uses the same equa-
tions as a simlation having six degrees of freedom (subpar.
7-3.2.1), except that the roll rate p is set equal to zero and
the rolling noment L is not calculated.

7-3.2.3 Three Degrees of Freedom

In a three-degree-of-freedom simulation, the angular rate
of the body reference frame at any given instant of timeis
considered to be zero in the equations of motion. Since
rotating reference flames are therefore not involved, the
terms containing angular rates in Egs. 4-37 are dropped and
thus allow the translational equations of motion to be sim
plified to the vector equation

— #' -
wher e
F,:= resultant aerodynamic force vector, N
F,_ = gravitational force vector including effects of

earth rotation, N
F, = total instantaneous thrust force vector, N
.m = instantaneous mass of missile, kg

Vg = acceleration vector of nmissile center of mass,
ms.

7-10

The vectors in Eq. 7-7 are typically expressed in the earth
reference franme.

Since rotational motion is not calculated explicitly in
similations with three degrees of freedom the whole pro-
cess of calculating fin deflections, rotational rates, and rota-
tional angles is hypassed for the nost part. In this type of
similation, it is assumed that the nissile control system
operates proper] y to deflect fins as necessary to achieve the
angles of attack and therefore to achieve the lift forces
required to produce the maneuver acceleration commnded
by the guidance system (except when limited by maximm
angle of attack maximum fin angle, etc.).

7-3.2.3.1 Aerodynam ¢ Force

Al'though nissile angular notion is not calculated explic-
itly in three-degree-of-freedom sinulations, it is usually
necessary to estimte the angle of attack for use in other cal-
culations, e.g., in calculating the drag due to lift using Egs.
510 and 5-1L.

7-3.2.3.1.1 Instantaneous Response

In sinlations in which nissile response tinme-i.e., tine
to achieve commanded maneuver acceleration-is not criti-
cal, it is assuned that the missile responds instantaneousy
to conmands fromthe autopilot, which cause the nissile to
be always in a trimmed condition. That is, the missile angle
of attack at any given instant of time is the one that pro-
duces the current conmanded maneuver acceleration; there
i no transition.

As shown in Chapter 8, the practical inplementation of
proportional navigation in an actual mssile often causes the
commanded accel eration to be in a direction normal to the
mssile centerline rather than nornal to the flight path asis
the case with pure proportional navigation. Egs. 7-8 through
7-14 apply to this situation-commanded acceleration is
normal to the mssile centerline. In simlations with differ-
ent objectives, it may be required that the commanded
accel eration be normal to the missile velocity vector. Egs. 7-
15 through 7-17 apply to this application-commnded
accel eration is normal to the missile velocity vector,

Ineither case the trimangle of attack for three-degree-of-
freedom similations is calculated by first calculating the lat-
eral force (norml force or lift force) required to achieve the
commanded maneuver acceleration and then calculating the
angle of attack required to achieve that lateral force. The
order of first calculating the lateral force and then the angle
of attack is reversed fromthe order of events in actual flight
in which an angle of attack leads to a lateral force.

In three-degree-of-freedom sinulations in which the
commanded |ateral acceleration is perpendicular to the mis-
sile centerline, the normal force is calculated directly from
the commanded maneuver acceleration by using

N=mA.N (7-8)
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wher e
A, = commanded-| ateral -accel eration vector (nor-
ml to missile centerline in this application),
n's*
m = instantaneous missile mss, kg
N = aerodynanic normal force vector, N
Eq. 7-8 gives the normal force vector that is required to pro-
duce the commanded-|ateral -accel eration vector AC It is
assumed that the nissile responds as necessary (within any
stated linits) to achieve this normal force. The conmanded-
lateral -accel eration vector Ais obtained fromthe guidance
law as described in Chapter 8.
The normal force coefficient Cis

Cy = dJmensmnless (7-9)
QS
where

Cx = aerodynamic normal force coefficient dinen-
sionl ess

N = mgnitude of normal force vector N N

Q = dynanic pressure parameter, Pa

S = aerodynamc reference area, n.

Assuming that the normal force derivative C,is available,
usually as a function of Mach nunber, it can be used to find
the total angle of attack (the angle between the missile
velocity vector and the missile centerline axis) by using

o, = C , rad (deg) (7-10)
N,
wher e
Cn, = slope of curve of normal force coefficient G
versus angle of' attack a, rad’(deg?)
o, =total angle of attack, rad (deg).

The aerodynamic force F,for substitution into Eg. 7-7
can be deternined using either axial force and normal force
components or lift and drag conponents. The normal force
vector Nis already known fromEg. 7-8. If tables of axial
force coefficient Caare available, they can be used to cal cu-
late axial force vector A, then the total aerodynanic force
vector F,is immediately deternined as the vector sum of
the normal force vector N and the axial force vector A

If the available aerodynanic tables are not sufficiently
conplete for looking up either Cor the conbination of C
and Cthe lift and drag forces can be calculated hy assum
ing a parabolic drag polar, which is discussed in subpar. 5
2.2. Wth this assunption the lift coefficient Ccan he
derived as a function of the normal force coefficient C,
otal angle of attack a and zero-lift drag coefficient C,as

7-11

c =B+ B*-4C
L 2
B = ! , dimensioniess {7-11)
ktanot,
| Cy )
C= -(c e
k\ "Po sina,/
where
Band C = intermediate variables used in the calcu-

lation of C

Cp, = zero-lift drag coefficient dimensionless

C; = aerodynanic lift coefficient, dinension-
 ess

Cy = aerodynamic normal coefficient, dinen-
sionl ess

k = constant in induced drag coefficient

di mensi onl ess

o, = total angle of attack, rad (deg).

The magnitude of the aerodynamic drag is then calcu-
lated using

Cp = Cp,+ kC , dimensionless  (5-10
withx=2)
D=05pV5CpS, N (5-4)

where
Cp~ aerodynanic drag coefficient dinensionless
Cp,= zero-lift drag coefficient dinensionl ess
Cp= aerodynamc |ift coefficient, dinensionless
D= magnitude of aerodynanic drag force vector
D, N
k= constant in induced drag coefficient,
sionl ess
S = aerodynanic reference area, n
Vi = mgnitude of velocity vector of
mss of the missile V, s
p = atnospheric density, kgl ni.

di men-

the center of

The lift force is calculated by

L=0.5pV;C,S, N (5-5)
where
C = aerodynamic lift coefficient, dimensionless
L = magnitude of aerodynamic lift force vector L,
N

€ e navadiremnenin safocacman aean

O - acluuyuauub iCICITING aITa, lll2
V) = magnitude of velocity vector of the center of
mass of the missile V,,, m/s
p = atmospheric density, kg/m®.
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Since the drag force Dis by definition directed opposite the
velocity vector Viand ift is by definition perpendicular to
the velocity vector and lies in the plane formed by the
velocity vector and the normal force vector, the aerody-
namc force vector F,(for substitution into Eg. 7-7) is given

by
F,=L Norm[(uvM x N)x uVM)]—DuVM, N
(7-12)
vhere
D = magnitude of aerodynamic drag force vector
D, N

F, =resultant aerodynamic force vector, N
L = magnitude of acrodynamic lift force vector L,

-

N
N = aercdynamic normal force vector, N
uy,, = unit vector in direction of velocity of missile
center of mass V,, dimensionless
Norm [ ] = indicates argument is normalized by dividing
by its magnitude.

Al vectors in Eq. 7-12 are in earth frame coordinates.

The vector direction of the missile centerline axis is
altered by changes in the angle of attack, and in nost fright
similations this vector is needed to calculate the seeker
gimhal angle and also for warhead and fuzing consider-
ations if they are included in the simuilation. The missile
centerline axis vector is determned fromthe angle of attack
by using the mssile velocity vector and the commanded
accel eration vector to give it the proper direction, i.e.,

uy= Norm(uVM +uy sin 0,), dimensionless
- (7-13)

where
u, _é=umt vector in direction of lateral-accelera-
tion-command vector A, (normal to missile
ccnterlinc), dimensioniess
uq_uuu vector in direction of missile c
axis, dimensionless
uy,, = unit vector in direction of velocity of missile
center of mass V,,, dimensioniess
a, = total angle of attack, rad (deg)
Norm () = indicates argument is normalized by divid
by its magnitude.

nierline

Yt I PO FR.

The unit VvEIOCIty vecior Uy, and unit acceleration com-
mand vector u, _are given by

\
Vi
UV = —
MV, . .
, dimensionless  (7-14)
AC
u, =—
e A, ]
where
A, =commanded-lateral-acceleration vector, m/s?

A.=magnitude of commanded-lateral-accelera-
tion vector A, m/s?
V) =absolute velocity of missile center of mass,
m/s
V)= magnitude of velocity vector of the center of
mass of the missile ¥y, m/s.

Thi's concludes the discussion of instantaneous response for
sinulations in which the conmanded |ateral accelerationis
perpendi cular to the mssile centerline.

As nentioned earlier in this paragraph, in some sinula-
tions the calculated maneuver acceleration vector AC is per-
pendicular to the tangent to the mssile flight path (mssile
velocity vector) rather than to the mssile centerline. Since
the component of aerodynamc force perpendicular ‘to the
velocity vector is lift instead of normal force, certain equa-
tions nust be redefined for these simulations. Instead of cal-
culating normal force as in Eg. 7-8, lift should be cal cul ated
directly by using

L=mA,, N (7-15)

where
A= commanded-lateral-acceleration vector (nor-
mal to velocity vector in this application),
m/s?
L = aerodynamic lift force vector, N
m = current missile mass, kg,
Eg. 7-15 gives the lift force vector that is required to pro-
duce the commanded-|ateral -accel eration vector A. It is
assuned that the mssile responds as necessary (within any
ated limts) to achieve this lift force. Instead of calculating
otal angle of attack at by Eg. 7-10, it is calculated by using

L
o , rad (de 7-16
where
C; =cglone of curve formed hv 1ift rneffiriant .
VLG -vlvyv ANIBAAAWNS B3RS UWI..V.V.I‘ “L

versus angle of attack ., rad -1 (dcg“)
L = magnitude of aerodynamic lift force vector L,
Q = dynamic pressure parameter, Pa
S = aerodynamic reference area, m?
o, = total angle of attack, rad (deg).

7-12
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In order to calculate the total aerodynamc force vector F,
the lift vector calculated by Eq. 7-15-+s used directly
in Eg. 7-12 in lieu of the triple product. A'so, instead of cal-
culating the mssile centerline vector by Eg. 7-13, it is cal-
culated by using

U, = Uy, COSQ, + Uy sinat, dimensionless (7-17)
where
uy =unit vector in direction of lateral-accelera-
tion-command vector A, (normal to missile
centerline), dimensionless
u=unit vector in direction of missile centerline
axis, dimensionless
uy,, = unit vector in direction of velocity of missile
center of mass V,,, dimensionless
o, =total angle of attack, rad (deg).

7-3.2.3.1.2 Second-Order Response

Even if the angular response time of the mssile is inpor-
tant to the purpose of the sinulation, it still mybe possible
to represent the mssile notion with sufficient accuracy by a
three-degree-of -freedom sinul ation in which the rotational
degrees of freedom are calculated inplicitly. A commonly
enpl oyed approach is to assume that the transient rotational
behavior of the mssile conforms to a second-order dynamic
system characterized by a natural freguency wand a
damping ratio & To use this approach,wand &for the mis-
sile being sinulated nust be known a priori or assumed. Let
Abe the achieved-lateral-acceleration vector that results as
the mssile responds to the conmanded-|ateral-accelention
vector A.commanded by the guidance system If a second-
order response is assumed, this transient vector can be
approxinated in a digital simlation by (Ref. 2)

Aa(t) =Aa(t-At) +m§[Ac-Aa(r—Az)]At
- 2m"At§A‘ (t—Ar), m/ss’

A, (1) =A,(t-Af) +A, (1) At, /s®

(7-18)
where
. Ag=achicved-lateral-acceleration vector, m/s?
A, = rate of change of achieved-lateral-acceleration
vector, /s>
A, = commanded-lateral-acceleration vector, m/s?
() = indicates that the associated variable is calcu-
lated at the current calculation time

indiratac that tha acenniatad varahla waea
AR ELD LIS WiV BOOUVIAII VaLiaUiv WaD

culated at the previous calculation time
At = computation time step, s

{ =damping ratio of a second-order system,
dimensionless

{temAL) =
\* =

ral
—as ] -

7-13

The natural frequency is the frequency at which the nis-
sile would oscillate about the pitch or yaw axis if given an
initial angle of attack with no danping. The danping ratio
is the ratio of the actual amount of danping to the ampunt
of danping that causes zero overshoot, i.e., aperiodic
motion, in responding to a step command. These paraneters
vary as functions of dynamic pressure parameter Q The lat-
eral acceleration, the natural frequency, and the danping are
inportant parameters that influence the magnitude of the
mss distance in engagements against maneuvering targets.

Mre exact integration techniques than those expressed
by Eq. 7-18-discussed in Chapter 10-can be used to
solve the second-order response equation. However, the
assunption of a second-order transfer function is an approx-
imation, and more accurate integration may be unwarranted.

In a three-degree-of-freedom simlation that enploys a
second-order-response transfer function, the normal force
vector in Eq. 7-8-or the [ift vector in Eg. 7-15-is calcu-
lated by using the current value of the achieved acceleration
As(t) in place of the conmanded acceleration A Aso a
unit vector in the direction of As(t) must be used in place of
U,in Eq. 7-13 or 7-17. Qtherwise, the equations used to
determne the aerodynamc force for second-order response
simlations are the same as those for instantaneous response
simulati ons.

7-3.2.3.2 Propul sive Force
For three-degree-of -freedom sinulations, the thrust usu-
ally is assumed to act along the body centerline axis, and
thus no monent is produced. The magnitude of the thrust is
calculated by using Eg. 6-1, and its direction is given by the
unit centerline axis vector u, (Eq. 7-13 or 7-17). Thus the
propul sive force F is given by
Fp = Fpud, N (7-19)
where
F, = total instantaneous thrust force vector, N
F, = magnitude of total instantaneous thrust force

wartnr B N
YYWIVL B py 4N

u,=unit vector in direction of missile centerline
axis, dimensionless.

7-3.2.3.3 Gavitational Force

In a three-degree-of-freedom sinulation the conponents
of the gravitational force vector Fare obtained directly
fromEgs. 7-4.

0{.N

(7-20)
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where
F, = gravitational force vector, including effects of
earth rotation, N
g = acceleration due to gravity, m/s?
m = instantaneous mass of missile, kg.

Since these conponents are already expressed in earth coor-
dinates, there is no need for a coordinate frame transform-
tion,

This conpletes the description of variables for substitu-

tion into Eg. 7-7 to calculate vehicle motion with three
degrees of freedom

7-4 TARGET MOTI ON

In general, the equations of notion that describe the flight
of anissile are equally applicable to an airborne target;
however, the equations used to calculate target motion in a
mssile flight similation are usually greatly simplified. The
flight performance of the target is generally not an issue
except to ensure that the similated target motion is realistic
enough to meet the objectives of the particular missile flight
similation. For exanple, if the objective of the simlationis
to calculate the maximum defended area covered by a par-
ticular surface-to-air nssile straight, constant-speed target
flight paths may be sufficient. At the other extreme, how
ever, if the performance of the nissile is to be studied when
it engages a particular type of aircraft as it performs speci-
fied evasive maneuvers, a much nore detailed mdel of the
target is required.

7-4.1 STRAI GHT, CONSTANT- SPEED
FLI GHT
Wen the simulated target is to fly a straight, constant-

speed flight path, the target position vector at time? is calcu-
lated by using

PT= PT0+VT t,m (7“21)
where
Pr= position vector of target, m
PTo = initial position vector of target, m
t=simulated time, s
Vr=velocity vector (assumed constant) of target
center of mass, m/s.

The initial position vector and the constant velocity vec-
tor of the target are input to the simulation. Constant speed
clinbs or dives with straight fright paths are modeled, using
Eq. 7-21, by directing the input velocity vector along the
path of the desired clinb or dive.

7-4.2 NMANEUVERI NG FLI GHT

Wien an aircraft is flown through defended airspace, the
pilot may perform evasive maneuvers to meke it nmore diffi-
cult for defensive gunfire or missiles to intercept his air-
craft. If the pilot is aware that he is being engaged by a
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particular type of nissile, he may perform evasive maneu-
vers prescribed for use against that particular type of nis-
sile. To be nost effective, the tining and direction-or
directions of conpound maneuvers-may be inportant.
The magnitudes of the accelerations of evasive maneuvers
are particularly inportant. Wen a pilot is not aware of a
specific engagement by defensive fire, he may performa
more or less continuous series of maneuvers, called jinking,
while flying through known defended regions. Qther exam
ples of target maneuvers that might be included in a missile
flight simulation are terrain-following and terrain-avoidance
flight paths or map-of-the-earth fright paths flown by heli-
copters for conceal ment.

Usually, the fidelity required to nodel the target flight
path is insufficient to warrant the use of sophisticated
numerical integration techniques for solving the equations
of motion. The inproved Euler nethod (Chapter 10 is
comonly used to update target position and velocity from
one calculation tine to the next (Ref. 3). By employing this’
method, the target position is updated by using

P, (1) =P, (t—-Ar) ,
AAr

(1-22)
5 |

+ Vo (t-Ar)Ar+

WIK1C
Ar=total acceleration vector of target, m/s?
P = position vector of target, m
V= velocity vector of target, m/s
(?) = indicates that the associated variable is calcu-
lated at the current calculation time
(+-Ar) = indicates that the associated variable was cal-
culated at the previous calculation time

At = ramnitatinn time cten ¢
L = VULIpURUUIL Wit Svop, S.

The velocity vector V(1) at the end of the current calcula-
tion interval is given by
Vr(®) = V(t = Af) + ArAt /s, (7-23)
The target acceleration vector Afor substitution into Egs.
7-22 and 7-23 is calculated by using
Ar= o X Vo(1-Af), m/s? (7-24)
where

or=the angular rate vector of the target flight
path, rad/s (deg/s).

The nethod of calculating the flight path angular rate vector
varies depending on the type of target maneuver, The fright
path angular rate vector for controlling target maneuvers
can be input as a constant or as a tabular function of time, or
it can be calculated within the simulation. Equations for cal-
culating the angular rate vector for target turns and jinking
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fright paths in horizontal planes are given in the paragraphs
that follow Equations for maneuver components in the ver-
tical plane or more conplicated flight paths are beyond the
scope of this handbook.

To calculate the angular rate vector that will produce the
desired maneuver, a mathematical relationship between that
vector and the desired nmaneuver is needed. Before describ-
ing this relationship, a parameter called load factor, com
nmonly used to describe the magnitudes of vehicle
maneuvers, is discussed.

7-4.2.1 Load Factor

Wien applied to coordinated aircraft maneuvers, no side-
slip, the load factor is equal to the ratio of the lift to the
wei ght of the aircraft (Ref. 4):

n (7-25)

¢ = -I-‘-, dimensionless
w

where
L= magnitude of aecrodynamic lift force vector L,
N
ng = load factor in units of g, dimensionless
W=weight, N.

Since W= g, the maneuver load factor n,is equivalently
expressed as the ratio of the lift acceleration (the component
of acceleration caused by the [ift force agp)to the accelera-
tion due to gravity g

a
n =L = !, dimensionless (7-26)
& mg ¢
where
ajp= % =component of aircraft acceleration

caused by the lift force, m/s?
g =acceleration due to gravity; m/s?
m = instantaneous mass of missile, kg.

Thus the maneuver load factor is the lift
expressed in units of the acceleration due to gravity (called
g's). A2-g maneuver has a lift acceleration equal to twice
the acceleration due to gravity. In straight and level flight
the lift nmust equal the weight to give a load factor of 1 g.

The magnitudes of target maneuvers are usually specified
interns of the load factor; however, the actual acceleration
of a vehicle needed by a flight simlation must also include
the 1-g downward accel eration of gravity.

7-4.2.2 Horizontal TurnS

In a horizontal turn, bank angle @ is a function of only
the load factor. Gven the load factor, the bank angle can be
calculated by using

or = Cos'l(l), rad
ng

accel eration

(7-27)

where
o= target aircraft bank angle (Euler roll angle of

7-15

the target coordinate system relative o the
earth coordinate system), rad (deg).

Fig. 7-1(A) shows an airplane perforning a coordinated,
horizontal turn with a load factor of 2 g. The bank angle for
a 2-g, horizontal turnis 60 deg regardiess of speed. The ver-
tical component of the lift vector L is exactly equal and
opposite to the airplane weight; otherwise, the airplane
would not remain in the horizontal plane. The horizontal
conponent of the lift vector L produces a lateral accelera-
tion that causes the flight path to turn. The 2-g load factor
vector is directed along the lift vector, as shown in Fig. 7-
1(B). The gravitational corrponen t is 1 g directed vertically
downward. The vector sumof these two accel erations-due

D"

W

\

-
Lsin ¢y
w
(A) Force Vectors
A““\
60°
1 N z [
09
o
YaZ-1
1 .

NOTE: Magnitude of acceleration vectors
expressed in units of g
(B) Acceleration Vectors

Figure 7-1. Forces and Accel erations in Horizontal,
2-g Turn
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to lift and gravity—+s the total acceleration vector, which
has a magnitude of /3 directed horizontally toward the cen-
ter of the turn.

For horizontal, constant-speed, coordinated turns, the
magnitude of the total acceleration of the aircraft can he cal-
culated for any given load factor by using

2 2
Ar=g n, - 1, m/s (7-28)
where

Ar=magnitude of total acceleration vector Ay of

target, m/s2.

For horizontal turns the angular rate vector @y for use in
Eq. 7-24 is given by (Ref. 4) -

, rad/s (7-29)

where

commanded target maneuver acceleration,
m/s?

Vr=magnitude of target velocity vector Vp m/s.

ATC =

A positive value of A.produces right-hand turns; a nega-
tive value produces left-hand turns.

If changes in speed are desired during the turn, the mag-
nitude of target velocity V.is varied accordingly.

7-4.2.3 Weaves in Horizontal Plane

Although pilots enploy different types of jinking maneu-
vers, one that is commonly enployed in sinulations is a
simple weaving flight path in a horizontal plane.

7-4.2.3.1 Cosine \Mave
The weaving flight path can be nodel ed as a cosine curve
by calculating the maneuver acceleration as a function of

time by using
where

Apmay = magnitude of maximum maneuver accelera-

tion, m/s?

27

A; = A,,cos —-:,,,,.),m/s2 (7-30)
Pd

(4

Ar = commanded target maneuver acceleration,
m/s?

P, =period of target weave maneuver, §

t,,; = time since initiation of the maneuver, s.

[f horizontal, coordinated maneuvers are assumed, the max-
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i mim maneuver acceleration for substitution into Eg. 7-30
is calculated by using

2 2
A = g./ngmax -1, m/s (7-31)
where
ng = specific maximum load factor in units of g to

be applied during the maneuver, dimension-
less.

The maximm |oad factor and the period of the maneuver
are set hy inputs to the sinulation. The time in. in Eg 7-30
is calculated as the difference between current simulation
time t and the time when the maneuver was initiated. The
Meneuver initiation tine may be input, or it can be cal cu-
lated within the similation as a function of the engagement,
such as the time when the missile reaches a specified range
from the target.

At each conputation time the instantaneous maneuver
accel eration A.is substituted into Eq. 7-29 to determine the
instantaneous angul ar rate vector w.of the flight path,
which in turn is substituted into Eq. 7-24 to yield the instan-
taneous target acceleration vector AThe target accelera-
tion vector AT is then substituted into Egs. 7-22 and 7-23 to
give the position and velocity of the target at the end of the
current conputation interval.

7-4.2.3.2 Grcular-Arc \Wave

Ajinking flight path that enploys the maxinumload fac-
tor a greater percentage of the time is sinmlar to the cosine
weave except each alternating segnent of the fright path is a
circular arc rather than a cosine curve. The maneuver accel-
eration for the circular arc weave is calculated at each com
putation time by using

ATc = A, Sgn [cos(z—"t

Pdtm.)] , mis?(7-32)

where sgn [ ] indicates the algebraic sign.{+ or -) of the
argument dinensionl ess. The maxinum maneuver acceler-
ation for substitution into Eq. %82 is calculated using Egq. 7-
31

As it stands, Eg. 7-32 introduces discontinuities in the
target acceleration at each switch in flight-path direction,
i.e., at each change in sign. Inreality, to switch froma
maneuver toward, for exanple, the left to one toward the
right, the airplane mst roll froma left-hank angle to a right-
bank angle, which takes a finite time. Such unrealistic dis-
continuities are not pernissible in missile flight similations
that calculate niss distance because the miss distance coul d
be significantly affected by them One method of remedying
this problemis to pass A through a first-order transfer
function (lowpass filter) before using it in Eq. 7-29. In a
digital simlation, this transfer function is given by (Ref. 3)
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_ _ _é')
Arach (1) = ATM’l (t-Apn cxp( ‘t

+Ay [1 - exp(-—%t)] , m/s’
c

(7-33)
where
AT h= magnitude of achieved flight path accelera-
tion of target, m/s
Ap = commanded flight path acceleration given by
Eq.7-32
Ar=computation time step, s
(1) = indicates that the associated variable is calcu-
lated at the current calculation time
(1-Ar) = indicates that the associated variable was cal-
culated at the previous calculation time
T =time consiant (time to achieve 63% of a step
command in a first-order system), s.

The variable A is then employed in Eq. 7-29 in place of
A. The time constant is selected and input by the user of
the similation to give a realistic representation of the time it
takes the target to switch maneuver directions.

7-4.2.4 Roll Attitude

The rol | attitude (bank angle) of the target is often
required in a simlation to deternine the attitude of the tar-
get reference frame. Wen the instantaneous |oad factor for
a coordinated maneuver in a horizontal plane is known, Eq
7-27 can be used to calculate the roll angle. Wen the |oad
factor varies, e.g., when the naneuver acceleration is calcu-
lated using Eg. 7-30 or Egq. 7-33, however, a convenient
method used to calculate the instantaneous roll angle, with-
out having to calculate the instantaneous |oad factor, is
given by
A

Tach

oy = Tan"( Jsgn (A7 ), rad (deg)(7-34)

where
¢ = target aircraft roil angle, rad (deg)
ATack=magnimde of achieved flight path accelera-
tion, m/s?
g = acceleration due to gravity, m/s?
sgn( ) = indicates the algebraic sign (+ or —) of the
argument, dimensionless.

If the first-order transfer function is not used, e.g., when the
cosine weave is similated, A, in Eq 7-34is equal to Arc.
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7-5 RELATIVE M SSI LE- TARGET CE-
OMETRY

The relative range vector Ris the vector extending from
the position of the missile center of mass to the position of
the target center of mass. The relative range vector is identi-
cal to the line-of-sight vector fromthe nissile to the target if
the distances fromthe missile seeker to the missile center of
mass and the distance fromthe track point to the target cen-
ter of mass are neglected. Calculations of seeker tracking
and of miss distance depend on the relative range vector.

The relative attitude, or aspect angle defined in terms of
Azand El, of the target with respect to the nissile is the
angul ar orientation of the target as viewed along the |ine-of-
sight vector.

7-5.1 RELATIVE POSITI ON
The position of the target relative to the missile is defined
by the relative range vector R which is calculated in the
earth coordinate frame by using
R=Pr-Pym (7-35)
where
Py, = position vector of missile, m
Pr=position vector of target, m
R =range vector from missile to target, m.

In sinple sinulations in which perfect seeker track is
assumed, the angular rate of the seeker is set equal to the
angul ar rate of R and the angle between R and the nissile
centerline axis is the seeker ginbal angle.

7-5.2 RELATIVE ATTI TUDE

The relative target attitude is the orientation of the target
as viewed fromthe nissile. Cne use of the relative target
attitude in a flight simlation is to calculate the signature of
the target as viewed by the nmissile seeker. The relative tar-
get attitude is usually defined by two polar angles Azand
which give the relative azimuth and elevation of the line of
sight fromthe target to the missile, i.e., -of the negative
range vector. Although there is no standardized definition,
Az is often measured. as a positive rotation about the target
z-axis, and El is the angle between the target xy-plane and
the ling of sight fromthe target to the mssile, the polarity of
which is shown in Fig. 7-2. Wth this definition the relative
target attitude when the nissile is directly ahead of the tar-
get is A=0and El =0. Values of& are usual |y stated
between O and 360 deg (or Oto 180 and Oto -180 deg); val -
ues of El are between +90 and -90 deg.

The relative target attitude is calculated by first trans-
formng the line-of-sight vector R into the target reference
frame and then reversing its direction, i.e.,

R, =-[Ty IR orip- M (7-36)
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Line of Sight to
Missile R
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Z

Figure 7-2. Relative Attitiude of Target

where
R, = line-of-sight vector R from missile to target
expressed in earth coordinates, m
R, = line-of-sight vector from target to missile
expressed in target coordinates, m
{T,,) = ransformation matrix from earth to target
coordinates, dimensionless.

The relative attitude is calculated by using

(R
t
-1 Y,
Az=Tan | —
Rt
\ |
——d £\ 771 "I\
’ , 1ad (deg) (7-37)
1 _Rlz
Et= Tan~ !
2 2
R, +R,
\ 5 Ye) )
where

Az=azimuth angle measured from x-
axis to projection of vector R, on
x,v-plane, rad (deg)
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El=elevation angle measured from pro-
jection of line-of-sight vector R, on
xyplane to the vector R, rad (deg)

R‘x,'Rfy,'sz;“_" components of line-of-sight vector
R, expressed in target coordinate
system, m.

In simulations having a ground-based target tracker, the
target attitude relative to this tracker also is determned by
Egs. 7-36 and 7-37, in which the variable R, 1S now
defined as the vector fromthe ground-based tracker to the
target.

7-5.3 MSS DI STANCE

e of the primary measures of merit of missile fright
performance is the achieved mss distance. Mssile kill
probability is a function of mny factors-including mss
distance, fuze characteristics, warhead characteristics, and
target vulnerability. Acceptable niss distance (sufficiently
small) is the first criterion of a successful engagement
because the fuze and warhead nust be delivered relatively
close to the target in order to perform their functions.
Because of the complexities and uncertainties involved in
predicting fuze and warhead performance and target vulner-
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ability, these secondary functions are often considered sepa-
rately frommssile flight function.

Mss distance is usually defined as the closest approach
of some point on the missile-usually the mssile center of
mass-to some point on the target-often the target center
of mass. Sometimes mss distance is measured relative to
the fuzing point on the target or to the point being tracked
by the seeker; however, these points are not always well
defined in a simlation, e.g., when there are miltiple fuzing
and/or tracking points within the target scene.

Wen miss distance is defined as the closest approach of
the mssile center of mass to the target center of nmss, the
closest approach occurs when the range vector R reaches a
mninum As the nissile approaches the target, the range
rate, i.e., rate of change of the magnitude of R is negative,
i.e., the range is becoming shorter. A the next computation
time after closest approach occurs, the range begins to
increase, thus the range rate becomes positive. This change
in sign-of the range rate is a convenient indicator that the
closest approach has occurred. At each computation tine a
test is made in the sinulation to determne whether the
range rate has become positive. When a positive range rate
is detected, sinulation logic causes computation of the nis-
sile flight to cease, and the flight simulation program
branches into a routine that calculates the mss distance.

There are other possible causes of positive range rates.
For exanple, a nmissile that is launched vertically against
lowaltitude targets will have a Positive range rate until the
mssile flight path turns toward the target Another exanple
occurs early in the flight of a mssile launched against an
outgoing target, when the target is faster than the mssile. In

such cams logic nust be included to prevent this positive
range rate early in the flight fromindicating that the closest
approach has been reached.

The closest approach of the missile to the target usually
occurs between the last two discrete computation times in
digital simlations, as shown in Fig. 7-3; thus a way of pin-
pointing the closest approach between the last two conputa-
tion times is needed. The usual assunption is that the
conputation interval is short enough that any changes in
target and missile velocities between the time of closest
approach and the last conputation time can be neglected.
The velocity vector of the target relative to the mssile at the
last conputation time is calculated, and the target is backed
up along the relative path to find the point of closest
approach. The path of the target relative to the mssileis
defined as the straight line that passes through the target
position at the last conputation time and has the direction of
the relative velocity vector.

The relative velocity vector is calculated by taking the
difference between the target and mssile velocity vectors at
the last computation time, i.e.,

VT/M = VT- VM s m/s (7-38)
where
Vs = velocity of missile relative to earth, m/s
V= velocity of target relative to earth, m/s
Vo = velocity vector of target center of mass rela-
tive to missile center of mass, m/s.

Normalizing the relative velocity vector Vyy gives the unit
VeCtor By, ., which has the direction of the relative velocity

Relative Targst Position at
Next to Last Computation
Relative Target Time (negative range rate)
Position at
Minimum Range
Relative Target Position at
Last Computation Time ]
(positive range rate)
p \
(R‘uVT/M)uVT/M
u.,

Path of Target
Relative to Missile

Missile

Figure 7-3. Mss Distance Vector Diagram
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vector and can therefore be used to define the direction of
the relative flight path.

The miss distance vector is approximted as the compo-
nent of Rthat is perpendicular to the relative flight path at
the last conputation tine. The tine of the closest approach
i's approximated by calculating the time it takes the target to
travel along the relative flight path from the point of closest
approach to the final target position and then subtracting
this calculated time fromthe tine of the last conputation
(Ref. 3). Thus

M ;=R- (R-uVT/M) uVT/M ,m (7-39)
and
(Rn, )
t, = 1- —-mvii"—‘— s (7-40)
/M
where

M, =miss distance vector at time of closest
approach directed from missile to target, m
R =range vector, m
Uy, = unit vector in direcFion of relative velocity
vector Vpyy, dimensionless
1. = time of closest approach, s
t = simulation time, s
Vras=magnitude of velocity vector of center of
mass of target relative to center of mass of
missile Vrm, m/s.

The synbol  Z indicates the vector dot product. Al variables
on the right-hand sides of Eqs. 7-39 and 7-40 are eval uated
at the last conputation tine.

Becasue of the dominant effect of miss distance on kill
probability P, curves of kill probability versus niss dis-
tance are sometines used in conjunction with missile flight
similations to estimte the probability that the target would
have been killed, given the nmiss distance calculated by the
simlation (Fig. 7-4). Users of such curves should under-
stand that the curves are necessarily y based on assunptions
regarding the factors that affect kill probability and that
such assunptions are not always stated.

These neglected factors mainly affect how well the mis-
sile fuze is able to performits function and how well the
warhead is able to performits function. For an actual
engagenent the probability that the target is killed depends
on the fine structure of the warhead energy distribution, the
fine structure of the structural and conponent vulnerabili-
ties of the target, and the precise relative positions and atti-
tudes of the missile and target at the instant of warhead
detonation. Since the precise conditions in the endgame of
an actual engagenent are affected by factors not usually
simlated in a flight simlation, e.g., random variations in
atmospheric conditions along the missile trajectory, random
warhead fragment trajectories, and random factors affecting
fuze operation, such detailed analyses are usually left to
similations dedicated to studies of warhead and fuze opera-
tion,

The band of values of miss distance between “sure-kill”
and “sure-safe” is usually relatively narrow. (Cften the preci-
sions of a fright simlation and of the kill-probability-ver-
sus-ni ss-di stance curve are considered insufficient for
reliable estimtion of differences in kill probability within
this band. In these cases a single niss distance criterionis
often used that is usually based on the niss distance for a
kill probability of 50% This criterion is called the |ethal
radius. Simulated engagements that result in miss distances

10 —"—‘I‘\
Surs Kill | Lethal Radius

ay
E Sure Saf
o ure Safe
s 05
<]
[a
g

0

Miss Distance My

Figure 7-4. Typical Dependence of P,on Mss DMante
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smaller than the lethal radius are considered to be successful
kills, and those with mss distances greater than the |ethal
radius are considered to be unsuccessful msses. Goss crite-
ria such as the lethal radius are useful in studies of the rela-
tive effectiveness of alternative nissile designs and of
count ermeasures, but they should not be considered to give
accurate estinates of the actual effectiveness of a given nis-
sile under precisely defined conditions.
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CHAPTER 8
GUI DANCE AND CONTRCL MODELI NG

Methods of simulating the guidance and control functions of a mssile are described in this chapter. Since sim-
| ation methodol ogy depends on the type of mssile guidance system being simulated and on the objectives of the
simlation itself, specific conputational nethods are given to neet different nodeling requirements. The guidance
and control functions considered are seekers, guidance processors, autopilots, and control systens.

Methods of modeling optical and radio frequency (RF) seekers are given for a wide range of fidelity levels.
Lover levels of seeker fidelity are represented by perfect tracking and by accurate tracking but with a time lag. An
intermediate fidelity seeker model-useful for analyzing the effects of multiple track points within the seeker field of
viewis described. And for simulations that require the highest seeker fidelity, enployment of actual missile seeker
hardware in the simulation loop is described.

Equations are presented for modeling the guidance system processor at various levels of fidelity for both mssile
borne and ground-based target trackers. The types of guidance |aws considered are proportional navigation, com
mand, and command to line of sight. A method of enploying a transfer function to simulate the control system
response to guidance commands is described.

Mssile hardware-in-the-loop simulations are discussed for two basic approaches to hardware substitution-ms-
sile seeker in the loop and nissile electronics in the loop. Also enployment of actual missile autopilot and control
system hardware in the sinulation loop is described. A checklist of special considerations of |aboratory procedures
for using hardware in the sinulation loop is provided.

8-0 LI ST OF SYMBOLS g, = vector of component of acceleration due to
gravity normal to missile flight path, m/s?
: K Servo system gain, s~
A, = commanded-lateral-acceleration vector, m/s?
A, = magnitude of commanded-lateral-acceleration = guidance proportionality constant, (m/s”)frad
vector A, m/s2 k2 = gmdance proportionality constant,
Ac, = Coriolis term in acceleration command, m/s’ (m/s”)/(radss) o o
A, = component of commanded-lateral-acceleration k3 = guidance proportionality constant, dimension-
i vectorA on y-axis of body frame, m/s? less . dimension]
A, = component of commandedvlateraleaccelemnon NR = navigation ratio, dimensionless
% vector A, on z-axis of body frame m/s? NR = effective navigation ratio, dimensionless
d; = distance vector from missile center of mass to Pp = position vector of a point on the guideline at
" seeker. m the point of intercept with the error vector e, m
d, = distance vector from target center of mass to Py = position vector of missile, m
tracking poim m Pr= position vector of target, m -~
e = vector of error in missile position relative to the P = commanded roll rate, rad/s
guideline, m R= range vector from missile center of mass to tar-
= vector rate of change of error vector e, m/s get cc_ntc; of;nass, m R from missil
¢ = magnitude of missile position error relative to R = magnitude of range vector R from missile cen-
the gtudclme ter of mass to target center of mass, m
¢ = magnitude of rate-of-change vector e, m/s s = Laplace variable
G(s) = control system transfer function, dimensionless t= simulated time, s - ed vaiable is cal
G, = secker discriminator gain function, dimension- (1) = indicates that the associated variable is calcu-
less lated at the current calculation time
Gy= overall autopilot lateral channel gain {+-A2) = indicates that the associated variable was calcu-
! rad/(m/s?) lated at the previously calculation time
G, = overall autopilot roll channel gain, rad/(rad/s) U4, = unit vector in dxrecuond?; commanded-lateral-
G,{(M.,h) = system gain as a function of Mach number and acceleration vector A, dimensionless i
; altitude, (m/s2)/(rad/s) u, = unit vector in the direction of the component of
g = acceleration due-to-gravity vector, m/s? the Coriolis acceleration command that is per-
pendicular to the missile centerline, dimension-
less

8-1
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= unit vector in the direction of the centerline

axis of the missile, dimensionless

unit vector in the direction of the component of
e that is perpendicular to the missile centerline,
dimensionless

unit vector in the direction of the component of
¢ that is perpendicular to the missile centerline,
dimensionless

unit vector that represents the direction of the

idalina Adimancinnloace
Euxucuu\.-, ULIIVIIDIVIIIWOD

= unit vector in direction of missile position vec-

tor Py, dimensionless

= unit vector in direction of target position vector

P dimensionless

unit vector in direction of seeker boresight axis,
dimensionless

unit vector in direction of velocity of missile
center of mass V,,, dimensionless

component of velocity of Point B perpendicular
to the guideline, m/s

..... SYIBL1IG, 1

= velocity vector of missile center of mass rela-

tive to earth, m/s

component of missile velocity vector Vy, per-
pendicular to the guideline, m/s

velocity vector of target center of mass relative
to earth, m/s

velocity vector of center of mass of target rela-
tive to center of mass of missile, m/s

closing speed, m/s
magnitude of velocity vector of center of mass

af miceila V.. mle

O1 MiSSiiC ¥ 54, VS

= seeker response weighting function, dimen-

sionless

= subscripts indicating components in body refer-

ence frame, dimensionless
total angle of attack, rad (deg)
angular rate of the flight path, rad/s (deg/s)

r-gmnnfannn time sten, s

Ll WeiRuasis wadas Svepy O

achieved control-surface deflection angle, rad
angular rate of control-surface deflection, rad/s
commanded control-surface deflection angle,
rad

defiection angie of iih coniro
i=1.2,34, rad

Laplace transform of achieved control-surface
deﬁecnon, rad

i surface,

= Laplace transform of commanded control-sur-

face deflection, rad
tracking error angle (angle between line of

. A _a i P PRPUPP. s 3y

Slgl'll 10 targel anu S€eKer DUI'Cblgﬂl aﬁs b ruu
(deg)

damping ratio of a second-order system,
dimensionless

gimbal angle, rad (deg)

line-of-sight vector from secker to tracking
point. m

8-2

0 = magnitude of the line-of-sight vector ¢ from
seeker to tracking point, m
7 = time constant (time to achieve 63% of a step
command in a first-order system), s
7; = time constant for seeker dynamics, s
1, = time constant for signal processing and autopi-
lot, s
¢ = missile roll angle, rad (deg)
®,, = achieved angular rate vector of the seeker bore-
sight axis, rad/s fd_gc/c\
.= commanded seeker tracking rate vector,
rad/s (deg/s)
«s= final processed seeker rate signal vector,
rad/s (degfs)
@,y = angular rate vector of the guideline,
rad/s (deg/s)
@, = angular rate vector of the line of sight from the
seeker to the tracking point, rad/s (deg/s)
@0 = Maximum angular track rate capability of
seeker, rad/s (deg/s)
®, = undamped natural frequency of a second-order
system, rad/s (deg/s)
s = magnitude of angular raie vector @ of the line

of sight to the target, rad/s (deg/s)

8-1 | NTRODUCTI ON

This chapter presents the equations for modeling the
seeker, autopilot, and control funct |ons inamnssile fright
similation and describes the substitution of guidance and
control hardware within the sinul ation loop. As discussed
in Chapter 2, the target track sensor (seeker for homing nmis-
siles) senses electromagnetic radiation generated by the tar-
get or reflected fromit. This radiation is processed by the
mssile guidance systemto determine the acceleration com
mands required to maneuver the missile to intercept the tar-
get. The autopilot interprets the acceleration command
signals generated by the guidance processor to deternine
which control surfaces to deflect and how large a deflection
is required. Control-surface defection commands are
passed to the control system where power is applied to the

actuators to deflect the control surfaces.
In five- and six-degree-of-freedom nissile flight simla-
tions, these control-surface deflections are needed in the

aerodynami cs equations (described in Chapter 5) to cal cu-
late the aerodynanic forces and noments applied to the
mssile. For three-degree-of-freedom sinulations in which
control-surface deflections are not calculated explicitly the
autopilot and control systens of the nissile are assumed to
operate properly, and missile motion is calculated based on
the commanded-|ateral -accelerations, as described in Chap-
ter 7.

Almost all missiles that have seekers enploy propor-
tional navigation, which depends on the angular tracking
rate of the seeker head. Sinple guidance models track only
a single point-target; equations used to calculate the angular
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rate of the seeker head for such models are given in subpars,
8-2.1.1 and 8-2.1.2. To evaluate the effects of miltiple tar-
gets or a target consisting of multiple points, a nore com
plex seeker nodel is required. A nodel with intermediate
fidelity, which can respond to multiple objects within the
field of view (FOV), is described in subpar. 8-2.1.3.

Classical proportional navigation rarely is inplemented
exactly, particularly in a homing nmissile system because it
requires the nissile velocity vector, which usually is not
availabl e onboard. Closing velocity may be available
onboard missiles with radio frequency (RF) seekers, and its
use in inplenenting the guidance law in place of the inertial
velocity of the mssile changes the effective navigation
ratio. In missiles with infrared (IR seekers the navigation
ratio may be established intrinsically by the electrical,
mechani cal, and aerodynamic design of the seeker and con-
trol systemrather than by setting a gainin the autopilot. In
this case the effective navigation ratio my vary with Mach
number and al titude.

Mssile systems may enploy guidance laws other than
proportional navigation. The equations used to calculate
heamrider or command-t-line-of-sight guidance are pre-
sented in subpar. 8-2.4.3.

Actual nissile hardware conponents are often enployed
within a similation loop to ensure accurate representation
of guidance and control conmponents and to elininate the
need for validating very conplex mathemtical nodels of
the conponents. Enpl oyment of hardware-in-the-loop is
divided into two general categories, i.e., mssile-seeker-in-
the-loop simulations and nissile-seeker-electronics-in-the
loop simulations. A nissile-seeker-in-the-loop simulation
uses an actual hardware seeker and generates physical el ec-
tromagnetic radiation for the seeker to view A mssile-
-seeker-el ectorni cs-in-the-1oop simulation employs-hardware
of the guidance and control electronic circuits but does not
generate actual physical radiation. Instead, the target scene
is prerecorded in the field and presented to the hardware cir-
cuits electronically. Methods for enploying missile hard-
ware-in-the-loop are presented in par. 8-4.

8-2 GUI DANCE MODELI NG

The degree of fidelity needed in guidance system model-
ing differs anong applications because of the wide variety
of uses of missile flight simlations. A high-fidelity mathe-
matical sinmulation of a guidance system can require an
extrenely conplex conputer program For this reason,
actual hardware sometimes is substituted for mathematical
modeling of guidance system components. In simulations
that require less fidelity in the guidance model, it may be
adequate to assume that the guidance law is inplenmented
perfectly by the missile guidance system i.e., that the
seeker measurements are assunmed to be accurate with no
lags and that guidance processing, autopilot functions, and
control system functions are performed perfectly. Between
the assunption of perfect guidance and the enpl oynent of

8-3

actual nissile hardware, there is a wide range of possible
level s of sophistication of guidance system nodeling. Rep-
resentative levels of nodeling are presented in the subpara-
graphs that follow.

8-2.1 SEEKER MODELI NG

As discussed in Chapter 2, seekers are basically of two
types-optical and radio frequency. The guidance |aw
empl oyed in nost applications of missile seekers is some
form of proportional navigation (subpar. 2-3.2.4). To inple-
ment proportional navigation in a missile, the seeker mea-
sures the angular rate of the line of sight fromthe nissile to
the target. Since the seeker tracks the target, the angular rate
of the seeker horesight axis is used as a measure of the
angul ar rate of the line of sight. In a similation of nissile
flight the internediate details of how the seeker tracks and
how the measurenent is made are not necessary for predict-
ing flight performance if the accuracy and the timeliness of
this measurement are known and included in the simulation.
[t is only when the use of a similation includes evaluations
of the performance of the seeker itself that the seeker func-
tions nust be nodeled in detail. In sinulations requiring
only lowfidelity seeker models, the equations that describe
IR and RF seekers are sinilar and in sone cases may be
identical. When internediate levels of seeker-nodel fidelity
are required, the nodels of IR and RF seekers may still he
much alike. For exanple, differences in the accuracy and
timeliness of the measurements of different types of seekers
can be expressed in simlar mathematical structures through
linits, gains, time constants, and functional relationships.
On the other hand, very high-fidelity mathematical simla-
tions of seekers require nodel s that include a large anount
of detail in the areas of electronagnetic sensing and signal
processing. As such, a high-fidelity model of an IR? seeker
woul d be very different froma high-fidelity nodel of an RF
seeker.

8-2.1.1 Perfect Seeker

Wen the details of the operation of theseeker are not
important to the objectives of a sinulation, a sinplified
seeker nodel can be enmployed. A conmpn assunption in
this case is that the seeker is perfect. A perfect seeker would
always track the target accurately with no tine lags. The
advantage of such a seeker model in a simlation is that it is
easy to nodel and requires minimal conputation time. Such
a nodel is adequate, for exanple, for simulations enployed
to deternine general missile kinematic |aunch boundaries
but not for eval uating countermeasures.

In a perfect-seeker nodel the boresight axis of the seeker
is always directed along the line of sight fromthe seeker to
the target. Therefore, the nmeasured angular rate is always
accurate and equal to the angular rate of the line of sight.
The relatively short distance fromthe nissile center of mass
to the seeker head often is considered to be negligible and is
not always included in the geometric calculations. Like-
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wise, the distance of the tracking point on the target from
the center of mass of the target is often considered negligi-
ble; thus the Iine-of-sight vectore fromthe seeker to the
tracking point on the target can be approximated by the
range vector R In simulations in which the displacenents
of the seeker and/or the tracking point fromthe respective
centers of mass are to be accounted for, the |ine-of-sight
vector must be redefined by accounting for the displacement
vectors, as shown in Fig. 8-1. In this case the Iine-of-sight

vector ¢ is given by
c=R-d;+d, m (8-1)
where
d; = distance vector from missile center of mass to
secker, m
d, = distance vector from target center of mass to
tracking point, m

R = range vector from missiie center of mass fo tar-
get center of mass, m

¢ = line-of-sight vector from seeker to tracking
point, m.

dz dz

(A) Geometrical Relationships  (B) Vector Diagram

Figure 8-1. Relationship Between Range Vec-
tor and Line of Sight to Tracking Point

8-4

The angular rate vector of the line of sight is given by

_ (o xV,,)

g = 2 ’
(o)

© rad/s (8-2)
where
Vo = velocity vector of center of mass of target rela-
tive to center of mass of missile, m/s

o = line-of-sight vector from seeker to tracking

pUlllL, i1l
o = magnitude of the line-of-sight vector ¢ from
the seeker to the tracking point, m
©, = angular rate vector of the line of sight from the
seeker to the tracking point, rad/s.

Eq. 8-2 is based on the assumption that the angular rates of
the missile and target about their respective centers of mass
contribute only negligible anounts tomg. The npst conve-
nient reference frame for evaluating Eq. 8-2 is the quidance
frame. If sufficient accuracy is obtained by assuming that d
and d,are negligible relative to the range vector, Rand R
can be substituted foreand o,"  respectively, in Eq. 8-2.

The range vector Rfor substitution into Eq. 8-1 (or Eg.
8-2 where applicable-is calculated by Eq. 7-35, repeated
here for convenience:

R=P;-P),,m (7-35)
where
Py, = position vector of the missile, m
P = position vector of the target, m.
The relative velocity vector Vryy is given by
VT/M = VT— VM’ m/s (7-38)
where
Vs = velocity vector of missile center of mass rela-
tive to earth, m/s
V7= velocity vector of target center-of mass relative
to earth, m/s

Vo = velocity vector of the center of mass of the tar-
get relative to center of mass of the missile,
m/s.

If perfect tracking is assuned, the angular rate vector of
the seeker head eagrconstitutes the seeker measurement used
to calculate the missile conmanded-|ateral -accel eration
vector A (See Eg. 8-8.)

An actual seeker head is mechanically limted inits angu-
lar displacenent relative to the mssile centerline. If the rel-
ative position of the target moves beyond the angular hits
of the seeker, the seeker can no longer track it, and large
errors occur in the measurenent of the line-of-sight rate.
When an IR seeker strikes the ginbal stops, i.e., reaches its
limting angular displacenent, the spinning head-acting as
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a gyro-goes out of control and loses track on the target
never to regain it. in sinple nodels common practice is to
termnate the computer run if the seeker ginbal angle-the
angl e between the missile centerline and the boresight axis
of the seeker-reaches its maxi mum value, which is an
input to the program The gimbal angle Ais calculated at
each integration step by using

A =Cos(ug,- uy), rad (deg)  (8-3)
where
uy = unit vector in direction of the centerline axis of
the missile, dimensionless
u,, = unit vector in direction of the boresight axis of
the seeker, dimensionless
A = gimbal angle, rad (deg).

In seeker models with perfect tracking, the unit-seeker-axis
vector wgg, for substitution into Eq. 8-3, is calculated by nor-
malizing the tine-of-sight vector e. The unit-centerline vec-
tor u,is calculated by using Eq. 7-13:

u,, = Norm(uy,  + sin(ct)uy ), dimensionless
(7-13)

where
u, = unit vector in direction of commanded-lateral-
acceleration command vector A, (normal to the
missile centerline), dimensionless
U, = unit vector in direction of the missile centerline
axis, dimensionless
uy,, = unit vector in direction of velocity of missile
center of mass V,y, dimensionless
o, = total angle of attack, rad (deg)
Norm( ) = indicates argument is normalized by dividing
by its magnitude.

In sinulations using sinple seeker nodels, the computer
run may be terminated also if the magnitude of the angular
line-of-sight rate@q«  exceeds a maxinum angular tracking
I at e pmay Decause this also would cause the actual seeker to
low target track. The limiting angular rate can be a constant
input value, or it can be tabulated as a function of signal
strength to represent more accurately the angular rate linits
of IR seekers.

8-2.1.2 Accurate Tracking Wth Time Lag

In an actual missile, torquing moments are applied to the
seeker head to cause the seeker boresight axis to follow the
line of sight to the target. A small but finite time is required
for the signal processing that deternines the required direc-
tion and magnitudes of these monents, for the application
of the moments. and for the response of the seeker head. In
addition, as the seeker head responds, a signal proportional

to the seeker head angular rate nust he generated and pro-
cessed by the guidance systemand autopilot to generate
control-surface deflection commands. This introduces addi-
tional time lags.* Cne step toward a nore realistic seeker
similation is toincorporate these tine lags into the equa-
tions for a perfect seeker. A comon nmethod of including
such lags is to treat the seeker head rotation, guidance pro-
cessor, and autopilot as a series of first-order dynamc sys-
tems with appropriate time constants. These coul d be
lumped into a single systemwith an equivalent time con-
stant, except that the seeker pointing direction is needed in
the simulation, and this pointing direction at any given
instant is independent of subsequent guidance processor and
autopilot tine lags. Therefore, one approach is to enploy a
time constant tjto represent all the lags associated with
seeker head rotation and a second time constant < to repre-
sent the remaining time |ags associated with guidance pro-
cessing and the autopilot- Thus the commanded seeker head

angular rate vector e, :is passed through a first-order digital
filter with time constant T to yield the achieved seeker head
angul ar rate coach. If no rate bias (discussed in subpar. 8-
2.13) is enployed, the commanded seeker head angul ar
rate wis identical to the [ine-of-sight angular rate . Fig.
8-2 illustrates the response of a first-order seeker to a step
command. In turn, the achieved angular rate w,of the
seeker is passed through a simlar digital filter with time
constant T,to yield the final processed tracking rate signal
vector wThe first-order filter equations for calculating
these responses are

®,, (1) = a,, (t- At) exp (-At/1,)
+ o [1-exp(-At/1,)], rad/s (deg/s)

@, (1) = o, (1-At)exp (-A1/7T))
+0_, [1-exp(-At/1,)], rad/s (degs).

(8-4)
where -
() = indicates that the associated variable is calcu-
lated at the current calculation time
(1-Ar) = indicates that the associated variable was calcu-
lated at the previous calculation time
At = computation time step, s
7) = time constant for seeker dynamics, s
T, = time constant for signal processing and autopi-
lot, s
@, = achieved angular rate vector of the seeker bore-
sight axis, rad/s
©. = commanded seeker tracking rate vector, rad/s
@, = final processed seeker rate signal vector, rad/s
(deg/s).

*Although the treatment of the time lags produced in the guidance processor and autopilot logically fit in subpars, 8-2.2. ‘*Guidance Proces-

sor Mbdeling”, and 8-2.3, “Autopilot Mbdeling”, these lags are introduced here in the “Seeker Mbdeling” paragraph because their treatment
Isparallel with and closely associated with the time lag produced in the seeker.
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Figure 8-2. Response of First-order Seeker to
Step Command

The final processed seeker rate signal vector wis enployed
in the guidance equations to calculate the conmanded-|at-
eral -accel eration vector A.

The values of the time constants in Egs. 8-4 are selected
to produce sinulated seeker and guidance processor tinme
lags that approximte those of the actual missile system

8-2.1.3 Internmediate-Fidelity Seeker Model

To study the effects of miltiple targets, such as decoys,
that are within the field of view of the seeker or a single tar-
get with distributed tracking points, such as RF glint points
or mitiple IR sources, a more sophisticated seeker model is
required. Very sophisticated seeker models have been devel -
oped for use in seeker design anal yses; however, their com
plex setup procedure, their long computer running tine, and
their uniqueness to specific seeker designs make them unac-
ceptable for use in generalized studies that involve large
numbers of computer runs. Such sophisticated models of
specific seeker designs are outside the scope of this hand-
hook.

Seeker model's of intermediate fidelity fill the gap
hetween the sinple seeker model's and the very sophisti-
cated seeker models or the use of seeker hardware in the
simlation. Sinple seeker models have been enhanced to
allow nultiple targets and miltipoint targets by letting the
position of the single tracking point be calculated by using
wei ghted averages of the signal strengths of the individual
radiating points. For example, one type of model is con-
structed such that the point tracked by the seeker is the cen-
troid of the powers of all the radiating points within the field
of view of the seeker. Fig. 8-3 shows the tracking point of a
centroid tracker for an exanple case in which the signal
strength of the decoy is four tines that of the target.
Although a number of studies of countermeasures effective-
ness enploy some type of centroid model, such nodels |ack
the fidelity required to analyze the effects of detailed seeker
characteristics that are important when nultiple sources of
radiation are present within the FOV.

8-6

Area Represents
Signal Strength:
Decoy Signal 4
Target Signal 1

‘7
Decoy

Target

Tracking Point

Figure 8-3. Tracking Point of Centroid Tracker

As counternmeasures and counter-count er measures
hecome more sophisticated a more thorough understanding
of their effects on various types of nissile seekers is needed.
Thus it is necessary to ensure that seeker models used in
studies of countermeasures are responsive to subtle differ-
ences in timng, geonetry, and signal characteristics of all
signal sources within the field of view One type of seeker
model that fulfills this requirement aggregates ny of the
complex features of the seeker into simple tabular functions
that are input to the simulation. These functions are cali-
brated to yield results representative of the performance of a
given actual seeker operating with nultiple signal sources.
The fact that many conplicated functions are aggregated
reduces conputer running tinme while at the same tine
retains a considerable degree of fidelity relative to the actual
seeker that it represents.

Facilities that use these aggregated seeker nodels typi-
cally develop their nodels to enphasize whatever consider-
ations are inportant to their particular applications. One
such model has been used extensively to investigate general
countermeasure and counter-countermeasure concepts (Ref.
1). The approach used in this nodel is to process all the sig-
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nals within the FOV of the seeker to deternine the instanta-
neous seeker tracking command. Each signal source
contributes a weighted fraction of the overall command
depending on its signal strength and its position within the
seeker FOV. In an actual seeker, signal sources near the
horesight axis of the seeker usually cause a commanded
seeker tracking rate that is approximtely proportional to
the off-boresight angle, i.e., the angle between the line of
sight to the target and the seeker boresight axis. The
response of an actual seeker to signal sources that are far-
ther fromthe boresight axis, i.e., larger off-boresight angle,
depends on the particular seeker design-e.g., the reticle
design in IR spin-scan seekers; the reticle design and the
fraction of time that the signal is within viewfor IR conical
scan seekers; and the beam shape, squint angle, and side-
lobes in RF seekers.

To account for these variations in seeker responses, the
seeker nodel uses two tabular functions that are part of the
input characteristics for the particular seeker being nod-
eled. These functions are called the discrimnator gain func-
tion and the response weighting function.

The discrimnator gain function accounts for the nominal
gain designed into the seeker to relate the commanded
tracking rate to the horesight tracking error, i.e., the off-
boresight angle. For an IR seeker this is called the static-
gain curve. In an RF seeker it is simlar to the sumchannel
curve. The response weighting function accounts for all
other factors that affect the relationship hetween the com
manded seeker tracking rate and the position of the signal
source within the seeker FOV. For an IR seeker, for exam
ple, the effects of special reticle pattern shapes to aid in dis-
crimnating decoys are included in the weighting function.
The weighting function for an RF seeker resenbles a differ-
ence-channel curve. Thus rather than model the detailed ret-
icle and scanning characteristics of an IR seeker, its
response characteristics are aggregated into the discrimna-
tor gain function and the response weighting function. Sim-
larly, for an RF seeker aggregated tabular functions
representing that particular seeker's characteristics are used
in place of nodeling the radar beam shapes and positions.
Typical discrininator gain curves and response weighting
functions are illustrated in Fig. 8-4. The discrimnator gain
function Gand response weighting function Ware given
as functions of the normalized horesight error. The bore-
sight angular error €:is normalized by dividing it by one-half
the FOV of the seeker, i.e., FOW2. Thus the normalized
boresight error has a value of zero for an object at the center
of the FOV of the seeker (on the boresight axis) and a value
of one for an object at the outer edge of the FOV.

Al calculations in this particular seeker nodel are based
on vectors expressed in the earth reference frame. A though
the model could be formulated to use the more sophisticated
numerical integration techniques described in Chapter 10,
great utility and sufficient fidelity for many applications
have been obtained by using the sinple integration tech-
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Figure 8-4. Typical Discrimnator Gain and
Seeker Weighting Functions

nigue in which the seeker head angular rate is assumed to be
constant from the beginning to the end of an incremental
conputation time step.

As the target-moves angularly relative to the nissile
seeker, the seeker boresight pointing direction nust be
rotated in order to track the target. At any given instant the
angul ar tracking rate required to correct the boresight point-
ing direction-the commanded tracking rate-depends on
the relative signal strengths and positions of all the signal
sources within the seeker FOV. In the sinulation nodel the
commanded tracking rate wenerges in the formof a vec-
tor that gives the magnitude and direction of the com
manded rate of change of the seeker pointing direction. In
an actual IR seeker the conmanded tracking rate is in the
formof the seeker head gyro torquing voltage. In an RF
seeker it may be in the formof seeker head actuator com
mands or array phasing commands.

In the nodel the magnitude and direction of the com
manded tracking rate vector is based on a signal -sum vector
that accounts for the contributions of all the signal sources
within the instantaneous FOV of the seeker. The magnitude
of the signal-sum vector is the sumation of the products of
the discriminator gain, weighting function, and signal inten-
sity of each individual signal source; the direction of the
signal -sumvector is the vector summation of the compo-
nent tracking rate directions contributed by each individual
signal source. Thus the signal-sum vector accounts for the
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intensity, signal attenuation, and position of each signal
source within the seeker FOV. The signal intensity of each
individual source is established by inputs and may be con-
trolled by sinmulation logic depending on factors such as
range to the target, time, or relative aspect.

Some IR nissiles hias the commanded seeker tracking
rate to cause the seeker to track ahead of the IR source,
which typically is the exhaust plume of the target, as shown
in Fig. 85 This is called rate hias, and it is inplemented by
adding a commanded tracking rate component in the direc-
tion that causes the seeker horesight axis to rotate toward
alignnent with the nissile axis. That is, rate hias reduces
the seeker ginbal angle. (The seeker ginbal angle is defined
in subpar. 8-2.1.1)

As discussed in subpar. 8-2.1.2, a time lag exists between
the commanded tracking rate and the achieved tracking rate
that is caused by seeker rotational dynanics, and an addi-
tional tine lag results from signal processing in the quid-
ance and autopilot systems. As with the sinple guidance
model s, these lags can be simulated in a digital model with
intermediate fidelity by passing the commanded tracking
rate wthrough a pair of digital, first-order lag (Iow pass)
filters in series (Egs. 8-4) with appropriate time constants to
represent nechanical and signal processing lags. The
achi eved seeker tracking rate vector w,is assumed to act
during the current conputation time step and is enployed to
find the new horesight axis vector at the end of the time
step. The final processed seeker rate signal vector mfrom
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nsWith Rate \ \ Line of Sight to

iR Source
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Figure 8-5. Effect of Rate Bias
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Eqs, 8-4 is enployed in Eq. 8-10 or 8-13 to calculate the
mssile lateral acceleration commnd AC.

8-2.2 GUI DANCE PROCESSCR MODELI NG

The angular tracking rate of the seeker head is the pri-
mary information needed to inplement proportional naviga-
tion,

Quidance information is processed in different ways in
different missiles to determne steering commands. Equa-
tions are given here for general sinulations that enploy the
proportional navigation guidance |aw.

8-2.2.1 Perfect Quidance

In a sinple similation, when perfect guidance is
assumed, the missile is assumed to maneuver as required to
conply exactly with the guidance law For the moment con-
sider the case when the target and nissile velocity vectors
are coplanar. Then classical proportional navigation

requires the angular rate of the required flight path, i.e., the
angular rate of the missile velocity vector, to be
Y = NRwg, rad/s (deg/s) (8-5)

where
NR = navigation ratio, dimensionless
" ¥ = angular rate of the flight path, rad/s (deg/s)
g = magnitude of angular rate vector @ of the line

af cioh tha taseat wadle fdasic)
o1 msux. {0 the 1arget, racss (oCgrs).

For the nmissile flight path to have an angular rate of v, kine-
matics shows that the acceleration of the nissile normal to
the flight path must be equal to yVae. Then an ideal inple-
mentation of proportional navigation requires that the mag-
nitude of the acceleration normal to the flight path be

A, = NRw;Vy, m/s? (8-6)

where -
A, = magnitude of commanded-lateral-acceleration
vector A, m/s?

NR = navigation ratio, dimensionless

Vs = magnitude of velocity vector of center of mass
of missile Vyy, m/s

Wy = magnitude of angular rate vector @ of the line
of sight to the target, rad/s.

Some nissiles include a gravity conpensation termin the
gui dance processing. In general, gravity exerts a force on
the nissile with conponents of gravity in directions along
the mssile flight path and perpendicular to it. Since missiles
are usually controlled hy means of aerodynanic lift-and
lift is perpendicular to the flight path-only that conponent
of gravity that is perpendicular to the flight path can be
conpensated by the guidance system The component of the
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acceleration of gravity norml to
ina sinlation by using

the flight path is calcul ated

g,=g— Uy, - Quy,, ms?  (87)

where
g = acceleration due-to-gravity vector , m/s?
g. = vector of component of acceleration due to
gravity normal to missile flight path, m/s?
uy,, = unit vector in direction of velocity of missile
center of mass V,,, dimensionless.

In the general case, when target and nissile velocities are
not coplanar, the line-of-sight angular rate vector @gis not
perpendi cular to the missile flight path. Since aerodynanc
lift is perpendicular to the flight path, the missile maneuver
can respond only to that conponent of the line-of-sight-rate
vector that is perpend| cular to the mssile velocity vector.
The vector product (wx V) gives the correct component
of wmltiplied by V,and has the proper direction for the
conmanded accel eration. putting A (Eq. 8-6) in vector
formand adding a component of acceleration opposite the
perpendi cul ar conponent of gravity give the general equa-
tion for the commanded maneuver acceleration for

“per -
fect” guidance in three-dimensional space:
A.=NR(@gX Vy) - g, /s> (8-8)
where

commanded-lateral-acceleration vector, m/s
vector of component of acceleration due to
gravity normal to missile flight path, m/s?

NR = navigation ratio, dimensionless

Vu = missile velocity vector, m/s

@, = angular rate vector of the line-of-sight vector
from the seeker to the tracking point, raa/s.

A
&

Since the ideal maneuver-accel eration-command vector is
in the lift direction, ACis substituted into Eq. 7-15 to deter-
mne the required lift force for three-degree-of-freedom
simul ations.

8-2.2.2 Practical Proportional Navigation

In a practical application of proportional navigation, the
actual angular line-of-sight rate wis replaced by the pro-
cessed- seeker-head-angul ar-rate signal wln addition, the
mssile velocity vector V,usually is not known onhoard
the actual mssile, and thus makes it impossible to inple-
ment Eq. 8-8 directly. Various methods have been enployed
for approximating proportional navigation in a practical
seeker when V,is not available. Two such nethods are
descri bed-one for mssiles having RF sensors that can
measure closing speed and one for IR seekers that cannot.

8-9

8-2.2.2.1 Mssiles Wth RF Seekers

Radio frequency systems have the potential to measure
the magnitude of the closing velocity, i.e., nagnitude of the
velocity of the mssile relative to the target, and mssiles
with RF seekers sometimes inplement Eq. 8-8 approxi-
mtely by substituting the closing speed, i.e., the magnitude
of the closing velocity V.for that of the mssile velocity V,
The closing speed is calculated by using

RV
- T/M ]
V= - —g~, mis (8-9)
R = range vector from missile center of mass to tar-
get center of mass, m/s

R = magnitde of range vector K from missiie cen-
ter of mass 1o target center of mass, m
V. = closing speed, m/s
Vo = velocity vector of center of mass of target rela-
tive to center of mass of missile, m/s.

This takes care of the magnitude of the velocity vector to
be used in Eq. 8-8, but the direction of the velocity vector
nust al so be approximated. The usual approximtionis to
substitute the mssile axis for the direction of the mssile
velocity vector in the guidance equation. The mssile axis
and the velocity vector coincide when the angle of attack a
is zero, and the error in the approximation is smll for usua
angles of attack.

A practical inplenentation of proportional navigation for
RF seekers is obtained, then, by enploying the processed
seeker angular rate as a measure of the [ine-of-sight angular
rate, substituting closing speed for mssile speed, and using
the missile centerline axis to approximte the direction of
the mssile velocity. The equation for simlating this inple-
mentation is

A,=NR(o; X Vu), mis>  (8-10)
where
A, = commanded-lateral-acceleration vector, m/s?
NR = navigation ratio, dimensionless
U, = unit vector in direction of missile centerline
axis, dimensionless
V. = closing speed, m/s
@y = final processed seeker rate signal vector, rad/s.

The gravity compensation term has not been included here;
many surface-to-air mssiles have no onboard instruments
to measure the direction of gravity. For applications that do
conpensate for gravity, the gravity termcan be added as in
Eg. 8-8, with g, calculated by using wy in place of u,in
Eg. 8-7.
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The effect of substituting the direction of the mssile axis
vector for the direction of the mssile velocity vector is that
the acceleration command vector, determned by Eqg. 8-10,
becones perpendicular to the nissile axis rather than per-
pendicular to the mssile flight path as required by pure pro-
portional navigation. Thus the component of aerodynamc
force required to produce the conmanded acceleration is a
normal force rather than lift. Therefore, the commanded-|at-
eral-acceleration vector AC calculated by Eg. 8-10 should be
substituted into Eq. 7-8 to calculate the required normal
force for three-degree-of-freedom simulations. For five- and
si x-degree-of -freedom simul ations, the components of AC
are substituted into Egs. 8-15 and 8-14, respectively.

[f the practical inplenentation of proportional navigation
is conpared with ideal proportional navigation, the mgjor
difference (aside fromthe dynamc and processing lags) is
that the navigation ratio NR has been replaced by an effec-
tive navigation ratio NR, To show this difference, again
consider the coplanar case, and assune that @y = eg. Then
Eg. 8-10 can be witten as the scalar equation

A, = NRwgV,, m/s? (8-11)
or
v, )
A, = NR=20,V,, m/s (8-12)
M
where

A, = magnitude of the commanded-lateral-accelera-
tion vector A, m/s?
NR = navigation ratio, dimensionless

V. = closing speed, m/s
Vy = magnitude of missile velocity (speed) along
flight path, m/s
W, = magnitude of anguiar rate vector @ of the iine
of sight to the target, rad/s.

By conparing Eg. 8-12 with Eg. 8-6, it is shown that when
Viis substituted for V, the effective navigation ratio AR,
is equal to NR(V/V) (Ref. 2).

8-2.2.2.2 Mssiles Wth IR Seekers

Mssiles with IR seekers typically do not contain instru-
mentation to measure mssile velocity, and they have no
means by which to measure closing velocity. Conceptually,
an a priori estimate of mssile speed as a function of tine
coul d be used in place of the actual missile speed V,to
inplement proportional navigation in a mssile; however,
such a priori information is not generally programed into
a quidance processor. Instead this information is taken into
account implicitly in the design of the guidance and control
conponents to give an approxination of proportional navi-
gation. That is, the relationships amng the nissile conpo-
nents are designed—without the expense and complexity of
an explicit guidance processor—to cause the mssile flight
path angular rate to be approximtely proportional to the

seeker angular rate. The approximtion is made as good as
is reasonably feasible within the design constraints of sim
plicity and cost. Thus the essence of proportional navigation
is inplemented in a very sinple way, wth no guidance
conputer and only mninal signal processing.

The result is that a guidance law very close to ideal pro-
portional navigation is mechanized in the actual mssile,
except that the navigation ratio varies with Mch number
and altitude, depending on the specific design of the control
systemand on the aerodynamcs of the missile. The designs
of the missile subsystens are planned to give navigation
ratios as close as possible to the desired ratio within the
Mach nunber regions that are nost critical. Atypical curve
of navigation ratio versus Mach number at a given altitude
for a smll IRmssileis shown in Fig. 86 (Ref. 3).

The navigation ratio miltiplied by the velocity is called
the systemgain. The systemgain is a steady state |ateral
acceleration that the actual mssile achieves per unit of
seeker angular rate. Fig. 8-7 shows typical systemgain

Navigation Ratio NR , dimensionless
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Figure 8-6. Naviagation Ratio Achieved by Typi-
cal IR Mssile Design
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Figure 8-7. System Gain for Typical IR Mssile
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curves as functions of Mch number and altitude. These
curves are constructed by actual measurenents of accelera-
tions and of seeker angular rates in flight tests or by very
detailed analyses (or simulations) of the missile guidance,
control, and aerodynamics. Miltiplying the system gain by
the seeker angular rate yields the steady state lateral acceler-
ation of the missile. Systemgain curves are useful in less
detailed mssile flight simlations because they contain a
great deal of a priori information about how the missile per-
forms that need not be recalculated every time the simla-
tionis run. Systemgain curves are input to the simulation as
lookup tables. Actually the systemgain also varies depend-
ing on the weight and center of mss, and if a very accurate
simulation of systemgain during the notor bumperiod is
needed, additional system gain curves that cover the burn
period must be included in the systemgain tabular data for
interpolation.

For three-degree-of-freedom sinulations using tabular
system gain input tables, the commanded-|ateral-accelera-
tion vector ACis calculated by using

A, =G(MhY@sXuy,), m/s’ (8-13)

where
A, = commanded-lateral-acceleration vector, m/s?
G(M.,h) = system gain as a function of Mach number and
altitude, (m/s“)/(rad/s)
Uy, = unit vector in the direction of the velocity of
the missile center of mass V), dimensionless
o) = final processed seeker rate signal vector,
rad/s,

Published system gain data for existing nissiles are
sometimes presented in units of acceleration g per degree
per second g/(deg/s) in which case the units nust be con-
verted before substitution into Eq. 8-130 The acceleration
vector AC calculated by Eg. 8-13 is perpendicular to the nis-
sile velocity vector and should therefore be substituted into
Eq. 7-15 to calculate the aerodynamic lift.

To sinulate the guidance process when the system gain
curves are not known requires detailed sinulation of the
entire guidance and control sequence of events-horn the
seeker output through the control servos and fin deflections
to the aerodynanic response. An often-selected alternative
is to substitute as much of the actual system hardware as is
feasible in place of mathematical modeling.

8-2.3 AUTOPI LOT MODELI NG

As discussed in Chapter 2, an actual autopilot in a missile
has two basic functions-to ensure stable flight and to trans-
late the guidance law into control-surface deflection com
mands. Mssiles that are designed with conservative
(relatively large) static margins and whose normal flight
profiles do not include large angles of attack-conditions in
whi ch aerodynamics typically become very nonlinear-do

not require much stabilization by an autopilot. This is espe-
cially true when torque-bal ance servos are used because
they tend to conpensate for changes in dynamc pressure by
automatically adjusting the magnitudes of the control-sur-
face defections and thus remove that burden fromthe auto-
pilot. In some missiles any needed autopilot functions are
included within the design of the seeker and control system
At the other extreme are nissiles that depend on complex
autopilots to ensure flight stability under widely varying
flight conditions and highly nonlinear aerodynamic¢ charac-
teristics.

For six-degree-of-freedom simlations in which nissile
roll is calculated, the autopilot nodel distributes the control-
surface conmands to the appropriate control surfaces as the
mssile rolls. In addition, depending on the design of the
mssile being similated and on the objectives of the simila-
tion, the autopilot model may scale and linmt the guidance
commands for the structural integrity and stability of the
mssile and provide feedback | oops to ensure that the com
mands are being accurately executed. Digital technology
and microprocessors are used in modem aut opil ot devel op-
ment; they make sinulation difficult and increase simla-
tion run times. Autopilot simulations for such applications
are very specialized and conplex and are beyond the scope
of this handbook. There is strong motivation in cases requir-
ing high-fidelity autopilot simulations to use autopilot hard-
ware within the simulation as a substitution for
methematical modeling (Ref. 4).

Equations for sinple mathematical models of autopilots
applicable to six-, five-, and three-degrees of freedomare
provided in the subparagraphs that follow It is assumed that
the mssile has four control surfaces in a cruciform pattern
and that commanded control-surface deflections are propor-
tional to commanded lateral accelerations for maneuver
commands and proportional to commanded roll rates for
roll commands.

8-2.3.1 Six Degrees of Freedom

Since control-surface deflections are included in the cal-
culations in five- and six-degree-of-freedom simlations, a
method to distribute the maneuver commands to the proper
control surfaces is needed. Six-degree-of-freedom autopi-
lots have two lateral channels that process yaw and pitch
commands and a roll channel that processes roll commands.

Inafull six-degree-of-freedomsinmulation, the initial roll
orientation of the missile (zero roll angle) is the orientation
at the time of first motion. A comon nunbering system for
the four control surfaces is shown in Fig. 8-8. Roll angles
are calculated relative to the initial orientation throughout
the similated flight. If it is assuned that the simulated body
reference frame does not roll with the missile, the control-
surface deflection commands-cal culated in that nonrolling
frame-must be further resolved according to the instanta-
neous roll angle to deternine the magnitude and direction of
rotation for each individual fin.

8-11
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Figure 8-8. Numbering Convention for Control Surfaces (Adapted from Ref. 5)

If the nissile contains a roll-control channel in the auto- deflection is commnly assured to be positive if the fin
pilot, the four fins may operate independently and thus rotation is clockwise when viewed | ooking outward al ong
allow differential fin deflections to produce rolling the axis of the fin as shown in Fig. 8-9 (Ref. 5). If it is
moments. In that ease, since each fin is controlled individu- assuned that the control surfaces are located ahead of the
ally, it is convenient to define a consistent convention for mssile center of mass (canards), the individual fin deflec-
the positive direction of the deflection of any given fin. A fin tion angles are given in nonrolling body frame coordinates

Rotational Axes

Figure 8-9. Convention for Direction of Control-Surface Rotation
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where
A‘Jfb’A‘ = Components of commanded-lateral-accelera-
tion vector A, on y-axis and z-axis, respec-
tively, of body frame, m/s?
Gy = overall autopilot lateral-channel gain,
rad/(mlsz)

G, = overall autopilot roll-channel gain, rad/(rad/s)
p. = commanded roll rate, rad/s
8; = deflection angle of ith control surface,
i=1234,rad
¢ = missile roll angle, rad (deg).

The overal | autopilot gains G and G can he sinple input
curves of gain as a function of dynanic pressure, or they
can be the output of a more conplex autopilot model in the
simulations The commanded roll rate p,can be input as a
constant, or it can be calculated by a model of the autopilot
roll channel .

Egs. 8-14 reflect the fact that the convention selected for
specifying control-surface deflections causes negative
deflections to produce a positive nissile roll about the body
frame x-axis. Some nmissiles use only one pair of control
surfaces to control roll, for exanple, Surfaces 1 and 3, so
the roll terms (Gp) are elimnated fromthe equations for
52and§4

Egs. 8-14 are made applicable to missiles with control
surfaces aft of the nissile center of mss (tail control) by
reversing the algebraic signs of Gin each of the four equa-
tions. The signs of Gdo not change.

8-2.3.2 Five Degrees of Freedom

Since mssile roll is not simlated in five-degree-of-free-
domsinulations, the axes of Fins 1 and 3 are assuned to
remain always horizontal. The gui dance-nmaneuver-corn-
mnd vector Ais resolved into y- and z-conponents in the
body reference frame. The z-conponent is applied to con-
trol Surfaces 1 and 3, and they-conponent is applied to Sur-
faces 2 and 4. The control-surface deflection equations are
derived fromEgs. 8-14 by setting the roll angle and the
commanded roil rate to zero and assuming that Surfaces 1
and 3 are nechanically linked as well as Surfaces 2 and 4.
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These simplified equations are

8, =G,A, ,rad

%
82 = GQAcyb’ rad [ (8-15)
9, = -0,,rad

where

Acyb,Ac ,, = components for commanded-lateral-accelera-
tion vector A, on y-axis and z-axis, respec-

tively, of body frame, m/s?

Gy = overall autopilot lateral-channel gain,
rad/(m/s*)

8; = defiection angle of ith control surface,
i=1.234,rad

8-2.3.3 Three Degrees of Freedom

For three-degree-of-freedom sinulations any autopilot
functions relating to flight stability are taken into account by
the assunption that the missile responds properly to accel-
eration conmands. In this case the autopilot is sinulated
only by including in Egs. 7-18 any effects that the autopilot
has on the natural frequency an and on the danping ratiog
of the nissile response characteristics, and by including a
limt on the conmanded acceleration. The effects of the
autopilot on wand &nust be known a priori from estimates
or data obtained by analysis or testing.

The acceleration lint can be a sinple tabular input as a
function of Mich number and altitude. Such a table is con-
structed froma priori information or estimtes for the nis-
sile being simulated. An angle of attack limt may be
superinposed in addition to the acceleration linit to elini-
nate any possibility of unrealistic angles of attack at |ow
dynani ¢ pressures.

If the commanded-|ateral -accel eration vector A, com
manded by the guidance, exceeds the allowable tabul ated
accel eration linit, this linit is used Likewise, if the angle
of attack that results from performing the conmanded |at-
eral acceleration exceeds the maximum al | owable angle of
attack this maximum angle of attack is used. If the angle of
attack does reach its limting value, the commanded |ateral
accel eration nust be readjusted to conformto that angle of
attack under the existent instantaneous flight conditions.

8-2.4 GROUND- BASED GUI DANCE MODEL-
I NG

As discussed in subpar. 2-3.1.1, parts of the guidance sys-
tens of some missiles are located on the ground. Flight sim
ulations for missiles that have ground-based guidance are
essentially the same as flight simlations for missiles that
have airborne guidance except that in some cases steering
commands are directed to the autopilot from the ground
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instead of from a seeker and different guidance laws may be
empl oyed.

8-2.4.1 Semactive Hom ng

A surface-to-air, semactive homing system (subpar. 2-
3.1.2.2) requires a target illuninator on the ground. The
seeker on the missile tracks the power reflected fromthe tar-
get in the sane way as a passive honming system Except for
consi derations of signal strengths and Doppler effects,
which are outside the scope of this handbook, sinulating the
flight of mssiles that employ semiactive horning is the sane
as simulating the flight of missiles that enploy active or
passive honing.

8-2.4.2 Command

The simulation of command guidance depends on the
particular guidance |aw employed. If proportional naviga-
tion is used by the command system ground-based conput-
ers-conbined with ground-based target and nissile
trackers-deternmine the line-of-sight vector fromthe nis-
sile to the target and cal culate the angular rate w, This
angular rate is then processed in the ground conputer
through an equation such as Eq. 8-8 to deternine the com
manded- maneuver - accel eration vector A, which is trans-
mtted to the nissile. The missile autopilot then deternines
and distributes control-surface deflection commands to the
control system A nissile flight simlation for a missile that
empl oys command proportional navigation uses the same
equations that are used for proportional navigation in a
honing system except, of course, that nissile seeker track-
ing is not similated.

8-2.4.3 Beam Rider and Cormand to Line of
Sight

Command-t o- | i ne-of -si ght guidance is sinilar to beam
rider guidance, in that both forms attenpt to keep the nis-
sile within a guidance heam transnitted from the ground.
Normal Iy, the guidance beamis aligned with the line of
sight fromthe ground-based target tracker to the target. In
some systems, ‘however, the guidance heam does not always
point directly toward the target it may be biased forward
during the nidcourse portion of the engagement to provide
a lead angle. In beamrider guidance the error in the position
of the missile relative to the center of the quidance beamis
detected by sensors onboard the missile (subpar. 2-3.2.3),
and maneuver conmands to correct the error are deternined
onboard. In command-to-Iine-of-sight guidance the nissile
position error is detected by sensors on the ground, and
gui dance maneuver commands are transmitted to the nmis-
sile from system elements on the ground (subpar. 2-3.1.1.3).
The basic equations for nissile flight simlations that use
these two types of guidance are identical.

As shown in Fig. 8-10, the vector e represents the error in
mssile position relative to the guidance beam at any given
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instant. This error is defined as the perpendicular distance
fromthe mssile to the centerline of the guidance beam The
mssile guidance commands generated by beamrider and
command-to-line-of-sight systems are proportional to the
error vector e and the rate of change of that vector e, The
proportionality with e causes the nmissile to he steered
toward the center of the quidance beam the proportionality
with e provides rate feedback, which causes the mssile
flight path to maneuver smoothly onto the centerline of the
gui dance beam without large overshoots.

A third parameter, the Coriolis acceleration A, maybe
included in the guidance equation. This Coriolis accelera-
tion results from the angular rotation of the guidance beam
and should not be confused with the Coriolis effects caused
by the rotation of the earth. The Coriolis component of nis-
sile acceleration is required in order to allowthe mssile to
keep up with the rotating beamas the missile fries out along
the beam In surface-to-air missile applications the angular
rate of the guidance beamis typically great enough to cause
this paraneter to be significant. If the Coriolis termis not
included, the rnissile position |ags behind the rotating guid-
ance heam which results in increased mss distance. This
Coriolis acceleration termis included in the guidance |oop
as a feed-forward term i.e., it is not affected by feedback
| oops.

Equations for calculating the guidance paraneters e, e,
and A.are presented in this paragraph, the method of com
bhining themto formthe mssile commanded-Iateral -accel er-
ation vector ACis given by Eq. 8-21.

For convenience in denonstrating the method of cal culat-
ing the error vector e, assume the guidance beam transmitter
(which may be identical to the target tracker) is located at
the origin of the earth coordinate system Define a unit vec-
tor u to represent the direction of the guideline, i.e., the
centerline of the guidance beam The error vector e is per-
pendicular to u,. The equation for calculating e is

e=Pp-Py,m (8-16)
where o
e = vector of error in missile position relative to the
guideline, m
Pz = position vector of a point located on the guide-

line at the point of intercept with the error vec-
tor e (Point B in Fig.8-10), m
P = position vector of the missile, m.

The vector P, for use in Eq. 8-16, deternines the loca-
tion of the intersection of the guideline and the error vector
et is calculated hy

PB = (ug, . PM)ug , m (8-17)
where

Pg = position vector of a point on the guideline at |
the point of intercept with the error vector e, m



Downloaded from http://www.everyspec.com

M L- HDBK- 1211 (M)

Missile Position Error Vector  \ Sint B
) Poin
A

X \
Pomt B Position Vector

Py
Kiasile Position Vector p

Figure 8-10. Quidance Error for Beam Rider or Cormand to Line of Sight

Py, = position vector of missile, m Vp perp = component of velocity of Point B perpendicular
gy = unit vector that represents the direction of the to the guideline, m/s.
~ guideline, dimensionless.
Tha nvmnanante af velanitise for cubetimition into Ba, R-18
A1V VULLIPUHWVAIW VX TWiIVWidwE, AUl & S Wss A e U7 A
The error rate vector & is calculated as the difference are calculated by using

between the component of missile velocity V,, perpendicu-

-y p = T N o 0
lar to the guideline and the component of the velocity of Vulmp = (ugg X Vy) Xu,ms L
Point B perpendicular to the guideline. This component of o J
tha valanituy af Paint R ic nraduced hv the anonlar motion of VD =0 X Pm mls
Wi 'v‘wl‘] Wi 3 Vi3t AF AO xwu\-w IJJ TAAW SAIZUSASER ARANBENAS A Dpcrp ge ¥+
the guideline as it tracks (or leads) the target. The error rate L
vector e is given by (8-19)
. . where
e=Vp =Vp  mfs (8-18) uy = unit vector that represents the direction of the
e
where petp perp’ guideline, dimensionless
e = vector rate of change of error vector e, m/s vaem - cotr:ponegt ff ve:l(:chty of Point B perpendicular
. V.. = component of missile velocity vector V), per- ., ‘ofhe gudeline, mis . .
PEp pendicular to the guideline, m/s V) = velocity vector of missile center of mass rela-

tive to earth, m/s
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VMpcrp = component of missi'le \_'clocity vector Vy, per-
pendicular to the guideline, m/s
4 = angular rate vector of the guideline, rad/s.

The Coriolis acceleration termAcis calculated using
Ac, =Mag[ey X (Vs Ugul, m/s*(8-20)

where

Ac, = Coriolis term in acceleration command, m/s?

ug = unit vector that represents the direction of the
guideline, dimensionless

Vs = velocity vector of missile center of mass rela-
tive to earth, m/s

©g = angular rate vector of the guideline, rad/s

Mag[ ] = the magnitude of the argument vector.

The dot product in Eg. 8-20 gives the conponent of missile
velocity along the guideline; thus the termin square brack-
ets is one-half the Coriolis acceleration vector.

Finally, using the terms calculated in Egs. 8-16,8-18, and
8-20, the commanded-|ateral-acceleration vector, to guide
the mssile onto the centerline of the guide heam is given

by

A, =kjeu, + kyéu, +ksAc u,, m/s? (8-21)

where
A, = commanded-lateral-acceleration vector, m/s?
Ac, = Coriolis term in acceleration command, m/s’
¢ = magnitude of missile position error relative to
centerline of guidance beam, m
¢ = magnitude of rate-of-change vector e; m/s
ky = guidance proportionality constant, (m/s®)/m
k, = guidance proportionality constant, (m/s?)/(m/s)
k; = guidance proportionality constant, dimension-
less
u, = unit vector in the direction of the component of
the Coriolis acceleration command that is per-
pendicular to the missile centerline, dimension-
iess
u, = unit vector in the direction of the component of
e that is perpendicular to the missile centerline,
dimensioniess
u; = unit vector in the direction of the component of

e that is perpendicular to the missile centerline,
dimensionless.

The missile lateral acceleration commands are con-
strained to be in directions perpendicular to the missile cen-
terline. The unit vectors u, wg, and u, for use in Eg. 8-21,
are defined to meet this constraint by

8-16

u, = Norm [e~ (e - ucg) uc‘,] , dimensionless
u; = Norm [e — (e - u,)u, ], dimensionless
1n = Norm{m Y¥Yu ) dmencianlecc J
u = Norm (@ , X u ), dimensioniess
(8-22)
where
e = vector of error in missile position relative to the
guideline, m
e = vector rate of change of error vector e, m/s
u, = unit vector in the direction of the component of
the Coriolis acceleration command that is per-
pendicular to the missile centerline, dimension-
less
u, = unit vector in the direction of the centerline
axis of the missile, dimensionless
u, = unit vector in the direction of the component of
e that is perpendicular to the missile centerline,
dimensionless
u; = unit vector in the direction of the component of
e that is perpendicular to the missile centerline,
dimensionless
g = angular rate vector of the guideline, rad/s
(degs)
Norm{ 1 = indicates argument is normalized by dividing
by its magnitude.

In five-or six-degree-of-freedom sinulations the nissile
commanded- | ateral -accel eration vector A.is transformed
into the mssile body coordinate system and substituted into
Eq. 8-14 or 8-15 to calculate control-surface deflections. In
t hree- degree-of -freedom simul ations A.is substituted
directly into Eq. 7-18 to calculate the achieved lateral accel-
eration of the nissile.

Al of the parameters used in the simulation to calculate
the mssile acceleration command (Eq. 8-21) may not be
available to the guidance system of an actual heamrider or
command-to-line-of-sight mssile. Therefore; care must be
taken to distinguish which paraneters in the simlation are
simply representations of the physics of the engagement and
which can actual Iy be known within the nissile guidance
system of the particular missile system being sinulated. For
exanple, the mssile velocity V, required to deternine the
Coriolis acceleration term Ac my not be known accurately
onboard a beamrider missile. In this case it may be neces-
sary to use an approximte value within the actual guidance
system in order to take advantage of the Coriolis feed-for-
ward term The approxinate value should, of course, also be
enpl oyed in the sinulation.

8-2.4.4 Track Via Mssile

In track-via-mssile guidance relative target position and
rate measurements are made onboard the missile and trans-
mtted to the ground computer for processing. Maneuver
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accel eration conmands are transmitted back to the missile,
which executes the maneuver. Assuning that proportional
navigation is the guidance |aw enployed, track-via-nissile
gui dance modeling for a nissile flight similation is the
same as the modeling described for honming guidance in
subpars. 8-2.1,8-2.2, and 8-2.3.

8-3 CONTROL SYSTEM MODELI NG

As does the sinulation of other missile subsystems, the
similation of the control subsystemvaries in detail, depend-
ing on sinulation objectives. For exanmple, since three-
degr ee-of - freedom simul ations do not calculate control-sur-
face defections, they have no need for a control system
nodel except to account for the time lag contributed to the
gui dance process by the control system At the other
extreme, a sinulation designed to study control component
interactions with each other and with other missile sub-
systems may include details such as actuator gas pressures,
piston and linkage masses, and control-surface rotational
inertia. A control actuator nodel, described in Ref. 6, con-
tains “servo-valve dynamcs and all msjor nonlinearities
pertinent to performance, such as current linits, hinge
monent |oad pressure feed-back and fin defection linits".
A control -surface actuator model, described in Ref. 7, also
includes rate limts and the effects of viscous friction, body
motion, and Coulonb friction.

The designs of the control system conponents- power
sources, power transmission nedia, servos, and actuators-
of different nissiles may vary considerably, but all have a
comon purpose, i.e., to convert autopilot commands into
fin deflections. For nany simulation purposes, regardless of
the details of the control system design, the control system
conponents can he aggregated and described by a sinple
control system model that uses transfer functions. The input
to the nodel is the control--surface deflection conmand; the
output is the control-surface defection achieved. The rela-
tionship between the output and the input is defined mathe-
mtically by appropriate transfer functions and |ogical
elements such as linits on the magnitudes of control-sur-
face defections. Transfer functions provide a powerful
means of representing the operation of nissile control sys-
tens in an aggregated formwithout the need for detailed
sinulation.

Fig. 8-11 shows exanple block diagrams for control sys-
tems enploying open-hop and closed-1oop servos. The
input to the control systemis the commanded control -sur-
face deflection 8. The output of the control systemis the
achieved control-surface deflection 5 The transfer function
is Gs), where s is the Laplace variable. By definition, the
transfer function is equal to the ratio of the Laplace trans-
formof the output of the systemto the Laplace transform of
the input, that is

o (s)

m = G (s), dimensionless

(8-23)

Servo
Input Output
) K d
< —id (5 (S) = —s r——————————————-
S
(A) Open-Loop Servo
Servo
Input Error Output
5 I

Ks ) o
-—-_';@-_————‘- G(s) ==g5

(B) Clossd-Loop Semwo

) Control System R
input Output
8C 1 8
L = ewi—— e s —c——
Gls) 1+ts

GOV Plonomd | oome Comomaen
v LiICSEG-LO0p OBIvVD

Equivalent to (B) With T = ——
K

Figure 8-11. Control System Bl ock sDi agrans

where
8.(s5) = Laplace transform of commanded control-sur-
face deflection, rad (deg)
8(s) = Laplace transform of achieved control-surface
deflection, rad (deg)
G(s) = control system transfer function, dimension-
less.

Thus no matter how conplicated the system if the system
transfer function and the input to the system are known, the
output can be calcul ated.

Transfer functions can be obtained for a given control
system by two nethods (Ref. 8). The first is by conputa-
tion, i.e., start with the differential equations of the system
and solve themfor the desired ratio. The second nethod is
by experimental measurenent, i.e., use the actual system
har dwar e.

To illustrate the computation of the transfer function of a
simple servo, it is assumed that the rate of fin defectionis

proportional to the magnitude of the deflection command.
The differential equation describing this servo is

& =Kd, rad/s (8-24)
where
K, = servo system gain, s~
8, = commanded control-surface deflection angle,

8-17
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6 = angular rate of control-surface deflection, rad/s.

The Laplace transformof Eq. 8-24-ignoring initial con-
ditions since the frequency response characteristics do not
depend on initial conditions-is

58(s) = KO (s). (8-25)
Solving for the transfer function gives
5(s) _ K,
= — . 8-26
5.0 (open loop) (8-26)

Therefore, the transfer function Gs) is equal to K/s (Ref. 9),
as shown in Fig. 81L(A) for a control system consisting of
only the servo with no feedback.

Fig. 811(B) shows the block diagram of a closed-1oop
control systemin which the fin deflection achieved is fed
back and compared with the input. For this case the input to
the control servo is the difference between the output and
the input to the control system In this block diagramof the
control system only the servo is represented by a transfer
function.

By a derivation sinilar to that given for the open-1oop
system the transfer function for the entire closed-loop con-
trol system not just the servo as in Fig. 8-11(B), is deter-
mned to be

1
+1Ts

G(s) = (closed loop)  (8-27)

i

where
T = 1/K;, control sysiem time constant' (time to
achieve 63% of a step command), s.

Fig. 8-11(C illustrates the use of a single transfer function
to represent the control system that consists of hoth the servo
and the feedback loop. Fig. 8-11(C) is mthematically equiv-
alent to Fig. 8-11(B).

The measured transfer functions of actual nissile control
systems may be considerably more conplicated than the
exanpl es given here.

8- 4 HARDWARE SUBSTI TUTI ON

In studies of the effects of countermeasures on production
mssiles that use sinulation, it is extremely inportant that
the right answers be obtained and the correct conclusions be
drawn. These simulation studies must be practical, not just
theoretical; they nust relate to the actual probability of suc-
cessful intercepts of targets. The most practical tool for such
studies is missile-hardware-in-the-loop sinulation (Ref.
10). Mssile-hardware-in-the-loop simlation has been used
extensively in the deternination of the susceptibilities of
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mssile systems to counternmeasures and has also been use-
ful in deternining the effectiveness of counterneasure
equipnent in protecting US aircraft (Ref. 10).

The reason actual nissile hardware is used in the simula-
tion loop is its realistic and relatively accurate representa-
tion of the key elements of the entire sinulation--the
mssile guidance and control. The use of the actual seeker
head and actual signal processing hardware elininates the
difficult task of nodeling the nonlinear characteristics of the
multiloop mssile system mathematically, in particular,
defining these characteristics when the nissile is subjected
to a counterneasures environment (Ref. 11).

Inaddition toits utility in countermeasures studies, nms-
sile-hardware-in-the-loop simlation is also valuable in ear-
lier stages of nissile developnent. C osed-1oop operation in
a realistic sinulation enploying nissile hardware-in-the-
loop provides an opportunity to study the dynamic stability
of the hardware systemfirsthand and under controlled con-
ditions (Ref. 12).

8-4.1 DESCRIPTION OF M SSI LE HARD-
WARE SUBSTI TUTI ON

In a nissile-hardware-in-the-1oop sinulation, conpo-
nents of nissile hardware are connected with a computer (or
mitiple conputers) in a closed loop, and the similation is
operated in real tine. The hardware provides the actual
compl ex, nonlinear response characteristics of the quidance
and control, and the conputer sinulates the aerodynanic
and dynanic response of the nissile, which cannot be
reproduced by an actual nissile in the laboratory. In a typi-
cal nmssile-hardware-in-the-loop simlation, an arrange-
ment of electromagnetic sources provides target and
countermeasures stimli nuch like those experienced by a
mssile in an operational environment (Ref. 10).

8-4.1.1 Substituting Mssile Hardware

Any of the components of the guidance and control sys-
temof a nissile my be included as hardware in a simla-
tion. These include the seeker, signal processor, onhoard
conputer, autopilot, and control servos. In most nissile-
har dwar e-in-the-1oop sinulations, however, not all of the
gui dance and control conponents are included as hardvare.
Only those that are critical to the objectives of the simila-
tion are included.

Typical ly, nissile-hardware-in-the-loop simulations are
arranged so that any or all of the nissile hardware can be
renoved from the simulation loop and replaced temporarily
by mathematical digital or analog models (Ref. 13) that per-
mt simlation checkouts to be performed without the unan-
ticipated effects and uncertainties associated with hardware
performnce and interfaces. These mathematical models of
the components are often sinplified versions that pernit
calculations to be perforned in real time for real-tine
checkout of the simulation.
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Two basic modes of missile-hardware-in-the-loop sinu-
lation are defined: missile-seeker-in-the-loop simulations
and m ssile-seeker-electroni cs-in-the-1oop sinulations. The
difference between them depends on the type of hardware
components enpl oyed.

In many applications sections of actual production mis-
sile hardware are used in the simulation as shown in Fig. 8-
12. Sometimes, however, especially in the early phases of
the developnent of a nissile, actual seeker hardware is not
available. In this case prototypes of the actual (or proposed)
electronic signal processing circuits are substituted in the
similation, whereas other pertinent seeker functions-such
as optical conponents and gyros for electro-optical (EQ
seekers, and antennas, radomes, and rate gyros for RF seek-
ers-are model ed mathematically.

8-4.1.1.1 Mssile-Seeker-in-the-Loop Simulation

M ssi | e-seeker-in-the-1oop simulation includes an actual
physical missile seeker and physical electronagnetic radia-
tion sources that simlate the target, background, and coun-
termeasures for the seeker to view (Ref. 10). Basically, this
means that the seeker optics and gyro for IR seekers, or
radone, antenna and rate gyros for RF seekers, and all the
guidance signal processing are represented in the sinulation
by the actual nissile hardware. For EO missiles the sources
of radiation power may include blackbody radiators and arc
lanps. These sources produce power in the correct spectral
regions and are imaged onto the nissile seeker dome by
appropriate optical lenses and mrrors (Ref. 14). For RF
seekers the scenes are generated by RF antennas and reflec-
tors. The RF power of the various sources that makeup the
scene can be processed to give the proper Doppler and ot her
effects, such as scintillation and glint.

The missile-seeker-the-l1oop simulation mode pernits
eval uation of actual missile hardware in a realistic environ-
ment with the seeker acquiring and tracking real radiation
that has the spectral characteristics of real target signatures
and that zooms in immge Size and moves in relation to the
seeker horesight axis (Ref. 15)

Figure 8-12.
ware Enmployed in Sinulation (Ref.

Exanpl es of Production Hard-
14)
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Advantages of nmissile-seeker-in-the-loop simulation are
that optics, gyros, radones, antenna patterns, and inertial
instrunents do not have to be nodeled mathematically and
validated. Thus missile-seeker-in-the-loop simulation pro-
vides a high degree of realismand credibility to the simla-
tion. However, conplex scenes are precluded by inherent
limtations in present-day scene generators. Another disad-
vantage of nissile-seeker-in-the-loop sinulation is that
actual missile hardware is not always available, particularly
during the early development phases of a missile.

8-4.1.1.2 Mssile-Seeker-Electronics-in-the-Loop
Si mul ation

The only hardware included in nissile-seeker electron-
ics-in-the-loop similations is electronics. For exanple, the
actual (or an electronic equivalent) seeker electronic proces-
sor is included as hardware, but the optics and gyro of the
seeker are model ed mathematically. No el ectromagnetic
radiation is generated in a nissile-seeker-electronics-in-the-
loop similation because there is no physical seeker to sense
it. instead the target, background, and counterneasures
scene is prerecorded and played back as electronic signals
to a missile-seeker-electronics-in-the-loop sinulation hy a
special electronic scene similator. The electronic scene sim
ulator is capable of recording real scene data obtained by
field measurements of actual targets against actual back-
grounds and with actual countermeasures (Ref. 14). The
scene signals, played back to the seeker electronics in the
simlation, appear as they would if they were coming from
the seeker detector itself.

Mssile-seeker-electronic packaging provides special
breakout points in their circuits that pernit nonitoring of
various signals and al so permit subconponents (seeker
detector, gyro torquer, quidance filter's, etc.) to be hypassed
and the corresponding mathematical nmodels inserted in
their places (Ref. 12). The electronics are typically arranged
on circuit cards in a chassis suitable for mounting in a rack.
This configuration provides a multitude of test points not
accessible for nonitoring when the conplete seeker guid-
ance and control assenbly is used and allows easier eval ua-
tion of seeker performance during the sinulation. Also the
lover density packaging affords better cooling for the elec-
tronics than is possible with production packaging.

The maj or advantage of the nissile-seeker-electronics-in-
the-1oop sinulation node over the missile-seeker-in-the-
loop node is the complexity and authenticity with which
the target and countermeasures scene can be sinulated and
presented to the nissile guidance electronics. This capabil-
ity is essential for a realistic evaluation of imaging and
pseudoi magi ng seekers that scan target and counternea-
sures scenes. Another inportant advantage is that electron-
ics are easily nodified for parameter optinization and
design tradeoff studies early in a nissile system devel op-
ment cycle. A significant advantage in the cost and schedul -
ing of computer runs is elimnation of a cooling period,
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which is required in the mssile-seeker-in-the-1oop node
between each simulated flight to prevent the seeker from
overheating (Ref. 14).

8-4.1.2 Positioning Mssile Hardware

In mssile-seeker-in-the-loop simlations, it is essential
that the seeker boresight axis have the angular freedom of
motion it would have in an actual flight. In addition, the
proper angular positions and rates hetween the hardware
seeker boresight axis and the hardware mssile body axis
should be maintained, and if missile roll is included in the
similation, the hardware mssile body should be rolled at
the simlated rates. To pernit the guidance and control
hardware to experience physically the simulated angul ar
rates, at least the section of mssile hardware containing the
seeker is mounted on a missile-positioning unit (MPU), also
called a rotational notion simlator, or a flight table (Ref.
16). Dynamic inputs to the MPU, originating froma real-
time dynamc simulation, enable hardware conponents
mounted on the MPU to experience real-world rotational
rates and angular positions during a similated flight (Ref.
17).

The MPU supports and rotates the mssile hardware
about three rotational axes-yaw, pitch, and roll. Wen a
mssile is rolled during the simlation run, electrical slip
rings are used to provide electrical power to the seeker, to
allow monitoring, and to make available selected functions
and signals from the hardware-such as the control -surface
def | ection commands-for use in the simulation. Cryogenic
cooling of an IR seeker detector is provided by routing inert
gas from a large, external tank through high-pressure
plumbing to the mssile seeker mounted in the MPU. This
capability elimnates the need to mount a cryogenic reser-
voir directly on the MPU and thus reduces the mass |oading
on the MPU and the need for frequent recharging of a
smaller reservoir. The MPU is servo driven, usually electro-
hydraulic, and receives its angular position and rate com
mands from the solution of the rotational equations of
motion in the flight sinulation. Thus the mssile hardware
experiences the rotational motion predicted by the mathe-
matical sinulation.

8-20

8-4.1.3 Aosing the Loop Wth Mssile Hardware

In a mssile-seeker-in-the-loop simlation, the mssile
hardware seeker detects the radiation emtted from the
sources in the scene sinulation, perforns the target tracking
internally to the hardware, and processes the seeker signals,
and thus generates electronic conmands to the mssile con-
trol surfaces, This electronic signal is sent by hardwire to
the computer where mathematically simlated control sur-
faces respond to the command. Based on sinulated control-
surface notion and on the mssile aerodynamic characteris-
tics, the mssile flight is simlated in the conputer by using
the equations of motion. inputs to the MU are derived
from the calculated Euler angles (Ref. 12), which define
mssile attitude, and the MPU updates the attitude of the
mssile hardware. In the conputer the simulated target posi-
tion is conpared with the sinulated mssile position to
obtain Iine-of-sight angles. Electrical commnds based on
the calculated line-of-sight angles are sent to the target
scene simulator, which updates the target and countermea-
sures positions in the scene. The signatures of targets,
decoys, and jammers, stored in conputer nemory as func-
tions of aspect angle, are used to conpute the new radiation
characteristics of each of the conponents in the scene.
Finally, the hardware seeker responds to the updated scene,
and thus the simulation loop is closed.

The sequence is sinilar in a mssile-seeker-electronics-
in-the-hop similation except that preprocess scene data
are supplied directly to the hardware electronics by a target
image sinulator. The hardware electronics responds to the
scene data by providing signals to the mathematical nodel
to rotate the simlated seeker head and to deflect the sinm-
lated control surfaces. The simulation of missile and target
positions and attitudes and the calculation of new line-of-
sight angles proceed as in a mssile-seeker-in-the-loop sim
ulation. Finally, the target immge simulator responds to the
new range and |ine-of-sight data with a new set of prepro-
cessed scene data which is sent to the hardware electronics,
and thus the simulation loop is closed.

Fig. 8-13 shows the sinulation loop in--block diagram
form for the mssile-seeker-in-the-loop mode, and Fig. 8-14
shows the loop for the mssile-seeker electronics-in-the-
| oop mode.
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Mssile Seeker in the Loop (Ref.

14)
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8-4.2 SEEKER HARDWARE SUBSTI TUTI ON

To evaluate the effects of countermeasures on mssile
performance, it is particularly inportant that the mssile
seeker be accurately represented in a simulation because
countermeasures usually act on the mssile seeker. There-
fore, to ensure an accurate representation of the seeker,
actual seeker hardware often is enployed in a simlationin
place of a mathematical model.

8-4.3 AUTOPI LOT HARDWARE SUBSTI TU-
TION

Since the autopilot functions for some missiles arc incor-
porated into the seeker electronics and into the design of the
control system there is no separate autopilot hardware to
substitute in flight simlations of these missiles. Some other
rnissiles have relatively sinple autopilots that can be ade-
quately sinulated by relatively sinple nathematical mod-
els. Even when a mssile has a conplicated autopilot, a
sinple representation in a flight sinulation by transfer func-
tions is adequate for mny applications.

O the other hand, using breadboard autopilot hardware
inthe simlation loop can be a very effective design tool
during devel opment of a missile that requires a conplex
autopilot. The trend toward digital autopilots amplifies the
i nportance of using autopilot hardware in mssile flight
similations. Digital autopilot performance is difficult and
expensive to verify by mathematical sinulation because of
the small tine steps required to simlate the digital effects
of the onboard computer. Checkout and validation of com
plex mcroprocessor-based subsystens require exercising
hundreds or thousands of |ogic path possibilities. To solve
this problem actual mcroprocessor-based digital autopilot
(DAP) hardware is used in the simlation loop, with realis-
ticinterfacing to other systems, to simlate real-time trajec-
tories. In this way both the actual flight mcroprocessor
hardware and the actual software can be tested in the |abora-
tory under controlled conditions (Ref. 4).

8-4.4 CONTROL HARDWARE SUBSTI TU-
TION

I'n many applications the control servos are simlated
mat hematical |y in response to control-surface deflection
commands from either a hardware or a sinulated autopilot.
Sometimes, however, actual hardware control servos are
enpl oyed in the sinulation. In an actual mssile in flight,
control servos operate against the control-surface hinge
noment s produced by air loads on the surface. Therefore,
accurate operation of a hardware control servo actuator in a
simulation requires some method of sinulating the aerody-
namc |oad against which it can operate. Mechanical springs
are typically used for this purpose (Ref. 12). The resulting
control -surface defections are nmeasured and sent to the
conputer simulation where they are used to calculate the
aerodynam ¢ response of the mssile.
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CHAPTER 9
SCENE S| MULATI ON

Requirenents for simulating target scenes are described in this chapter. Three types are addressed: mathemati-
cal scenes for purely mathematical flight simlations, physical scenes for simulations that use seeker hardware in
the simlation loop, and electronic scenes for simulations that use seeker electronic hardware in the sinulation
| oop. Methods and equipment used to sinulate the scene elenents —target, background, and counterneasures—
are described for both optical and radio frequency (RF) sensors.

9-1 | NTRODUCTI ON

Mssile seekers receive electromagnetic radiation from
targets, backgrounds, and counterneasures, all of which
have characteristics that can be sensed by the seeker. These
characteristics include radiation parameters and patterns, as
well as physical motions relative to the missile and to other
conponents of the scene. The signal intensities of targets
are different fromthose of decoys, and signal intensities
vary as functions of aspect, range (distance), atnospheric
characteristics, and, in some cases, time. In addition, optical
signal's have properties such as wavelength and spatial dis-
tribution, and radio frequency (RF) signals have properties
such as phase and Doppler effects. The combination of all
electromagnetic signals received by the seeker at any instant
of tinme constitutes a target scene.

An actual physical scene-viewed by a target. tracker—s
composed of electromagnetic radiation that is radiated by or
reflected from the various objects within the field of view
and target trackers sense this radiation within relatively nar-
row wavel ength bands. The characteristics of the radiation
emtted by the target within the wavelength band of the
tracker constitute the target signature for that tracker. To
track a target, a seeker must discrimnate target signals from
background and countermeasures signals; it strives to
acconplish this on the basis of the differences among the
characteristics of the various signals.

One primary objective of many missile flight sinulations
is to test the ability of the seeker to perform this discrinmina-
tion. To neet this objective, a simulated scene must be pro-
vided that closely approximates the “real-life" scene; the
suitability of this simulated scene to the detailed, specific
objectives is critical. Many forms of scene sinulations are
possible, and the choice depends on the objectives of the
mssile flight simlation. If a simlation is completely math-
ematical, i.e., no nssile hardware is included in the simla-
tion, a mthematical scene is required; if an actual hardware
seeker is enployed in a simlation loop, a physical scene
nust be presented for the seeker to view, and if nissile
seeker electronic hardware is enployed in a sinmulation
loop, but not the actual radiation sensor, a scene in the form
of electronic signals nust he provided. This chapter dis-
cusses the techniques used to generate mathematical, physi-
cal, and electronic scenes.

Vlhat ever scene simulation concept is being devel oped,

9-1

consideration nust be given to the many parameters that
characterize actual scenes. These considerations include
radionetric paraneters, such as spectral distributions and
atmospheric transnission; physical parameters, such as
shapes, sizes, and locations; dynamic parameters, such as
angul ar rates and closing rates; background paraneters,
such as sky, clouds, sun, and terrain; and countermeasures
paraneters, such as decoys and jamers (Ref. 1). The ideal
is to present the scene to the flight sinulation exactly as it
woul d be viewed by the sensor in an actual missile engage-
nent. Constraints of time and cost however, require com
promses, which nust be balanced carefully to neet the
objectives successfully.

If a scene similation includes actual physical radiation,
the means of sinmulating the scene vary considerably,
depending on whether an electro-optical (EQ or RF seeker
is enployed in the fright sinulation. EO radiation is gener-
ated by blackbodies and arc lanps, and the radiation is
attenuated, shaped, and directed by optical elements such as
filters, apertures, mrrors, and telescopes. RF radiation is
generated by RF generators, processed electronically, and
transmitted fromantennas. The RF seeker and RF scene
simulation antennas are enclosed together in a shielded
chanber designed to cause the radiation of the scene to
behave as it would in free space. Various types of special
equipnent for simulating EO and RF scenes have been
devel oped; exanples are described.

9-2 SCENE ELEMENTS

There may be three different types of electromagnetic
signal sources in a scene-targets, background, and coun-
termeasures. Cenerally, the signals presented to the nmissile
seeker have relative motion with respect to each other and
to the seeker. The intensity of radiation reaching the seeker
fromany given source depends on the characteristics of the
source object and on the attenuation of the signal as it trav-
els fromthe source to the seeker. Characteristics of scene
elements are discussed in this paragraph; techniques for rep-
resenting the scene elenents in a scene sinulation arc dis-
cussed later in this chapter.

9-2.1 TARGET

Targets for surface-to-air nissiles vary in physical size
and configuration fromvery small, slender targets, such as
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cruise mssiles, to very large, extended targets, such as
bonbers. Target speeds vary from zero, for hovering heli-
copters, to supersonic, for high-speed airplanes. Targets
may travel straight, constant-speed flight paths, or they my
perform evasive maneuvers expressly designed to cause the
mssile seeker to lose its track on the target or at least to
cause a large niss distance. There may be one or nore than
one target within the seeker field of view at any given ting,
or if the seeker loses track, no targets are within the field of
view.

Wen a target is viewed by a seeker fromlong range, it
appears essentially as a point source. As the range horn the
mssile to the target decreases, the target appears larger and
huger until it finally fills the field of view of the seeker.
Depending on the application, a target is represented in a
scene simlation by a single point source, an area of radia-
tion having a definable shape, or a number of discrete point
S0Ur ces.

Many seekers function nost effectively when the image
appears as a point source. The growth of the relative size of
the target immge as the missile approaches the target can
affect the ability of a seeker to track accurately. For exam
ple, an EO seeker using a reticle (subpar. 2-2.1.1.1) nodu-
lates the target signal by alternately allowing the target
signal to reach the detector and blocking it from the detec-
tor. This passing and blocking of the signal is acconplished
by the transparent and opaque areas of the reticle through
which the signal nust pass to reach the detector. When the
target image is smaller than the individual transparent and
opaque areas, the entire image is essentially contained
within only one element of the reticle pattern at any given
instant, as shown in Fig. 9-1(A). In this case the nodul ation
of the target signal by the reticle is easily processed to fur-
nish the relative position of the target within the field of
view. However, when the target image becones |arge
enough to cause target radiation to pass through nore than
one transparent region at the same time, as shown in Fig. 9-

(A) Long Range

Target image

9-2

1(B), accurate signal processing is more difficult.

Although signal processing for RF seekers is entirely dif-
ferent from that for EO seekers, RF seekers also experience
increased tracking errors when the angular size of the target
becomes significant relative to the size of the seeker field of
view. These RF tracking errors are caused by the wandering
of the apparent center of target radiation relative to the
physical target center and this causes the seeker to adjust its
pointing direction constantly.

The characteristics of the electromagnetic signals radi-
ated froma target or reflected by it constitute the target sig-
nature. The parameters of target signatures include the
signal strength and spectral properties of the radiation and
the effects of aspect angle and tine on the target signal. For
a given seeker only those target signature characteristics
that are detectable by that particular seeker are of interest;
therefore, typical target signatures are applicable only
within given frequency band linits, which must be specified
for the signature to be meaningful.

9-2.1.1 Electro-Optical Signatures

As discussed in subpar. 2-2.1.1, the sources of EO radia-
tion enitted fromthe target are the propulsion system i.e.,
engine exhaust plume and hot tailpipe, the aircraft surface,
i.e., heating by aerodynamcs, solar energy, and thernal
energy generated by internal conponents, and reflected
enerqy, i.e., solar or laser illunination.

Since these various EO radiation sources have different
temperatures, the predominant wavelengths of the respec-
tive radiated power fall into different wavelength bands of
the EO spectrum Typical seeker detectors are-sensitive to
only certain portions of the spectrum therefore, not all of
the EO power emanating froma target is detected by any
given seeker. An exanple of the spatial distribution of an
infrared (IR) signature in the azinuth plane of a typical tar-
get and in the wavelength band of a typical EO seeker is
given in Fig. 2-4.

{B) Short Range
Figure 9-1. Size of Target Relative to Reticle Pattern
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Very high tenperatures are required to radiate significant
amounts of energy in the ultraviolet (W) region of the
spectrum therefore, only small amounts of W energy are
generated by the target. The W energy fromsunlight is
reflected fromboth the target and the sky background, and
the Wenergy density fromthe sky may be greater or |ess
than that reflected fromthe target. When the target W
reflection is less than that of the background, the target
appears to a W detector as a hole in the relatively uniform
radiation pattern of the sky background. In either case the
Wcontrast of the target relative to the background can be
empl oyed by certain mssile seekers that are designed to
detect it.

EO power emitted from one target conmponent can be
masked by other target components. For exanple, nuch of
the power of the exhaust plume is not visible to a seeker
from the head-on direction because the power is masked by
the airplane structure.

Variations in the IR signature of a target occur when the
engine power setting of the target is changed because (1)
changing the power setting changes the amount of power in
the exhaust plume and (2) the resulting change in speed
affects the aerodynamic heating of the surfaces of the air-
craft. Sun glint fromvarious surfaces of the target aircraft
my affect the performance of an EO seeker.

9-2.1.2 Radio Frequency Signatures

Radio frequency radiation can be generated by electronic
equi pment onboard the target or it can be generated by an
illuminator radar and reflected by the target.

\When a complex target, such as an aircraft, is illuminated
by an RF wave, power is dispersed in all directions from
miltiple points on the target. The apparent distribution of
the radiating points of the target and the intensity of the tar-
get signal vary nonlinearly with respect to range and aspect
angle (Ref. 2). The spatial distribution of power reflected
fromthe target depends on the size, shape, and conposition
of the target and on the frequency and nature of the incident
radiation vave.

The intensities of the RF signatures of targets are charac-
terized by a paraneter called the scattering cross section.
The power reflected froma radar target in a particular direc-
tion can he expressed as the product of an effective area and
an incident radiation power density. In general, that effec-
tive area is the scattering cross section of the target. Because
scattered radiation fields depend on the attitude at which the
target is presented to the incident wave, the scattering cross
section fluctuates as the relative attitude changes. Thus the
scattering cross section is not a constant but strongly
depends on the aspect angles of the target relative to hoth
the illuninator and the receiver radars. For directions other
than back toward the illuminating radar, the scattering cross
section is called the histatic cross section, and when the
direction is back toward the illuminating radar, it is called
the backscattering cross section or sinply the radar cross
section (RCS) (Ref. 3). Atypical RF signature in the azi-
mith plane of an airplane is shown in Fig. 9-2.

The anplitude of the echo signal from a conplex target
may vary over wide linits as the aspect changes. If this vari-

ation in signal amplitude occurs during the observation tine

Figure 9-2. Typical Radar Cross Section in Azimuth Plane of Target

9-3
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of a conical scan tracker, i.e., one revolution of the antenna
beam tracking errors are introduced that increase missile
mss distance. The monopul se radar, on the other hand,
deternines the angular tracking error on the basis of a single
pul se, and its tracking accuracy is not affected by changes in
signal anplitude with time (Ref. 4).

At long range the receiver of the scattered RF energy
views the target as essentially a single-point scatterer. A
shorter ranges the apparent center of reflection tight not
correspond to the target center. Changes in the target aspect
with respect to the radar can cause the apparent center of
radar reflections to wander from one point to another. In
fact, it need not he confined to the physical extent of the tar-
get and may be off the target a significant fiction of the
time. This ainpoint wander, called glint, is perceived by the
seeker as target motion and is a particularly inportant
paraneter in investigations of the miss distance of mssiles
with RF seekers. These angle fluctuations affect all tracking
radars whether conical scan, sequential |obing, or
monopul se (Ref. 4).

9- 2.2 SCENE BACKGROUND

Seekers view targets against a background of EO and RF
radiation scatterers that may fill the entire seeker field of
view, There nust be contrast between the target and the
background for the seeker to be able to discrinnate the tar-
get signal from background signals.

The various types of background that affect the operation
of EO seekers are sky, haze, clouds, sun, and surface of the
earth (terrain or sea). EO seeker performance is also
affected by the intersections of different backgrounds, such
as the horizon or cloud edges.

Radio frequency seeker performance is affected hy scat-
tered RF radiation, called clutter, reflected from scatterers in
the sky or the surface of the earth. Since the velocity of the
target relative to the seeker is generally different fromthe
velocity of the hackground scatterers relative to the seeker,
the Doppler frequency of the target is generally different
fromthat of the clutter. Continuous-wave or pul se-Doppl er
radars can often discrininate hetween targets and clutter
based on this difference in Doppler frequencies. Radio fre-
quency seeker performance is also affected by the phenone-
non of miltipath. Miltipath occurs when targets are close to
the surface of the earth and signals can reach the seeker hy a
direct path, i.e., target to seeker, and by a reflected path, i.e.,
target to earth to seeker. The target signals that reach the
seeker by reflection from the earth contain conponents of
angle, range, and Doppler frequency shift that are different
fromthose of the direct-path signals; this causes the seeker
tracking to be faulty unless these multipath signals can he
discrini nat ed.

9- 2. 3 COUNTERMEASURES

Countermeasures are used by target aircraft-or hy other
sources, such as standoff jamers-to reduce the probabil-
ity that a nmissile can successfully engage its target. A num

9-4

ber of different types of countermeasures are enployed,
anong which are vehicle signature suppression, target eva-
sive maneuvers, jaming, and decoys. Each is discussed in
the subparagraphs that follow.

9-2.3.1 Signature Suppression

The reduction of the signatures of vehicles is included in
a general class of technology referred to as |ow observabl es
techniques (Ref. 5). The specifications of essentially all
nodem conbat aircraft require signature suppression. The
signature of a vehicle is suppressed in the design of the
vehicle by judicious selection of the vehicle shape and of
the mterials fromwhich it is fabricated. Materials that
reduce reflected RF energy by absorbing a portion of it are
referred to as radar-absorbent naterials (RAM. The vehicle
configuration and materials are designed to mininize the
reflection of RF radiation and to mininize and mask IR
radiation. The target signal intensities in a scene sinulation
are adjusted to account for the effects of signature suppres-
si on.

9-2.3.2 Evasive Maneuvers

Target maneuvers are portrayed in a scene simlation by
causing the simulated target signal to nove relative to the
seeker in the same angular relationship as an actual maneu-
vering target. The parameters of target motion are calcul ated
inthe flight sinulation as described in par. 7-4 and are
passed to the scene simulation for control of the position
and aspect of the simulated target. Target maneuvers may
include some general formof jinking, such as a weave, or a
specific maneuver in response to an individual missile
engagenent .

9-2.33 Jammi ng

IR jamming typically takes the formof a nodulated IR
signal generated by a jamer located on the target. The
modul ation is designed to confuse the seeker signal process-
ing. RF jaming signals are emitted within the frequency
band of the RF seeker and are designed to overpower the
target signal with noise or to confuse or mislead the RF sig-
nal processor. Jaming is introduced in scene simulations
by including sinulated or physical radiation sources that
have the appropriate characteristics of jammers.

9-2.3.4 Decoys

Active decoys are IR and RF energy sources intended to
attract the nissile seeker fromthe target. Expendable
decoys are typically ejected from dispensers onboard the
target aircraft. The separation of decoys fromthe target is
accel erated by the combined forces of aerodynamic drag
and gravity. The initial direction and speed of ejection and
the aerodynamic characteristics of the decoy deternmine its
trajectory relative to the target aircraft. Decoys also may be
towed by the target aircraft,

The signal strength of a decoy is usually designed to be
consi derably greater than the signal strength of the target;
this causes the mssile to track closer to the decoy. If the
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angul ar separation of the target and decoy as viewed hy the
mssile seeker exceeds the field of view of the seeker, then
at nost only one of the two sources can be in the field of
view. The nissile may track the decoy and allow the target
to escape fromthe field of view

Since active or semactive RF missile seekers depend on
the target being illuninated with RF energy, passive RF
decoys that reflect the illumination energy are possihble. Pas-
sive RF decoys include chaff and towed RF reflectors.
Active RF decoys receive the signal froman illuminating
radar and retransnit it in a formand with sufficient energy
to divert the missile seeker fromthe target.

The design and devel opment of nissile seekers and target
decoys are dynamic processes in which seekers that can rec-
ogni ze and reject decoy signatures are continuously being
devel oped, and inproved decoys to counter these advanced
seekers are being devel oped.

A decoy is represented in a scene sinulation by a radia-
tion source that provides the proper signal strength, spectral
characteristics, spatial characteristics, and relative motion
as functions of time. This radiation source may be nmathe-
matical or physical, depending on whether the seeker in the
similation is mathematical or physical hardvare.

Decoy trajectories, relative to the target, are input to the
simiation as function tables or are calculated by the flight
simlation conputer. When decoy trajectories are calcu-
lated, sinplified equations of notion enploying three
degrees of freedom usually am used. Typically, decoys have
poor aerodynani ¢ shapes that cause themto tunble. Since
the drag coefficient at any instant depends on the angle of
attack at that instant, the usual procedure is to use an aver-
age drag coefficient that provides a reasonable match with
observed flight-test trajectories.

The times for decoy ejection and the decoy trajectory
paraneters are passed from the sinulation conputer to the
scene simlator (physical or mathematical) in which the
decoy signal is generated and given the required notion rel-
ative to the nmissile seeker. The intensities of decoys as func-
tions of time-and the attenuation of decoy signals-are
also controlled by the flight simulation conputer, and
appropriate parameters are passed to the scene simulation
for control of the intensities of decoy signals presented to
the simulation seeker.

9-2.4 ATMOSPHERI C AND RANGE EFFECTS

EO signals can he greatly attenuated by the atmosphere,
depending on the wavelength of the radiation and on the
conposition of the atnosphere. The attenuation of EO radi-
ation by the atnosphere is illustrated in Fig. 2-3, which
shows windows of |ow attenuation within specified wave-
length bands.

As discussed in subpar. 2-2.1.2, certain radio frequency
signals are relatively unaffected by atmospheric attenuation.
For exanple, as shown in Fig. 2-11, the two-way attenua-
tion of RF signals with frequencies between 1 and 10 GHz
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is about 0.02 to 0.06 dB/nmi in a standard atmosphere at sea
level, and these attenuation values continue to decrease as
the altitude increases. The attenuation caused by rain
becones increasingly inportant as the radar frequency
increases above about 3 GHz (Ref. 5); however, if the
objectives of an RF missile flight sinulation do not specifi-
cally include a study of the effects of atmospheric attenua-
tion, these effects usually can be neglected.

Both EO and RF signals are attenuated by range. Signal
strengths are neasured as power density (Wni), and as the
radiation wave propagates fromits source or a reflection
point, the surface area of the spherical wave front expands
by an amount proportional to the square of the range, i.e.,
the square of the radius of the spherical front. The spread of
a given quantity of power over this increased wave front
area causes the power density to be reduced by amounts that
are inversely proportional to the square of the range.

(ne nethod for calculating the combined atmospheric
and range attenuation of EO radiation is to attenuate the sig-
nal by UR, where Ris range and n depends on the atmos-
pheric conditions. Detailed computer programs are
available to calculate atmospheric transmission of EO radia-
tion, but these are rarely enbedded in flight simulations.

RF signals that reach the seeker by reflection fromthe
target are attenuated by l/(RZ, R22 ), , where Ris the range
fromthe signal source (illumnator) to the target, and Ris
the range fromthe target to the seeker. RF signals that reach
the seeker by a direct path fromthe source-active RF
decoy, jammer, or signals generated by the target-are
attenuated by MR%, where Ris the range fromthe active
RF source to the nissile seeker.

9-3 METHODS OF SCENE S| MULATI ON

Because missile flight simulations have different objec-
tives, several techniques for similating target scenes have
been devel oped. Scene simulation techniques that neet cer-
tain flight simlation objectives, particularly those requiring
har dware-in-the-l1oop, are conplicated and expensive to
inplement and operate. Cther scene sinulation techniques
that meet the objectives of less demanding flight simla-
tions are sinple, and their cost is niniml. No single scene
simlation technique meets the needs of all possible flight
simulation objectives. Each technique has advantages and
di sadvantages that nust be considered during selection of a
scene simlation technique for a particular application,

Three basic nethods used to simulate scenes are (1)
mat hematical |y, for use with seekers that are sinulated
mathematically, (2) physically, for use with hardware seek-
ers in the similation loop, which use actual sources that
generate signals with proper spectral characteristics to rep-
resent the target, hackground, and counterneasures, and (3)
electronically, for use with hardware seeker electronics in
the simulation | oop, which enploy scenes generated el ec-
tronically,
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9-3.1 MATHEMATI CAL SCENE SI MULA-
TI ON

Vhen seeker hardware is not used, the scene must be
generated mathematically. The itens usually simlated in a
mat hematical scene simulation are targets, jammers, and
decoys. To reduce the computational requirements, these are
often represented in a flight simulation by mathematical
points that represent the relative positions of the centers of
mass of the objects. Associated with each point is a signal
strength that depends on parameters such as aspect, ting,
and attenuation. Targets are sometines represented by a
conposite of several points in order to be more realistic
when the target angular size increases enough to have a sig-
nificant effect on seeker tracking. Mathematical similations
of RF targets sometimes include multiple radiating points
with random positions and intensities to represent the
effects of glint. The statistical distributions of the relative
positions and intensities of the glint points are chosen to be
representative of field neasurements. Wen random param
eters are enployed to simulate glint, a simlation nust be
run repeatedly in Mnte Carlo fashion to obtain statistically
significant results.

The backgrounds of scenes also can he represented math-
ematically as conposites of points, but this is sel domdone
because of the computing tine required to process detailed
scenes, such as clouds or terrain.

The equations for mathematically simulating the motion
of targets are given in pars. 7-4 and 7-5. The notion of
standoff jammers is calculated by the same equations. The
motion of free-fall decoys is usually calculated by equations
such as Eg. 7-7 in which the aerodynamic force is repre-
sented as pure drag and the propulsive force is zero. The
signal strengths of the various objects in the mathematical
scene are hased on inputs of target signatures, jamer and
decoy characteristics, and atnospheric characteristics and
on parameters calculated within the similation such as
aspects and ranges.

Mat hematical scenes are quick to prepare, they can be
nodified easily, and the costs of preparation and operation
are small conpared with the generation of physical scenes.
Since the frequency content of the sensor signals is usually
high, many time sanples nust be taken (small computation
time steps) to nodel the physical devices adequately. his
usual Iy causes the conputational requirements to be high,
which is a major disadvantage of mathematical scenes.

9-3.2 PHYSI CAL SCENE SI MULATI ON

When actual hardware seeker heads are used in simla-
tions, sources of physical signals must be provided to repre-
sent the scene. The physical signals in a scene must be given
the proper notions relative to the seeker head as the sinu-
lated engagement progresses, and physical source intensi-
ties and sizes must be adjusted as the sinulated nissile
approaches the similated objects in the scene.

The advantage of physical scene generation is that the use
of an actual missile seeker elinnates the difficult task of

mat hematical |y modeling and validating the seeker and sig-
nal processing functions (Ref. 2).

The disadvantages of physical scene generation include
(1) long lead tines for design and developnent and (2) high
devel opmental and operating costs. The major disadvantage
is that the state of the art of physical scene generation equip-
ment is inadequate to generate a conplex scene. These dis-
advantages restrict the use of physical scene generation to
applications that do not require sinulation with detailed
scenes. \Mhen a hardware seeker is enployed in the simla-
tion, however, there is no alternative; physical radiation
mist be generated for the target scene.

9-3.2.1 Eectro-Optical

The signals of EO scenes are generated by |aboratory
equi prent  designed to produce physical EO radiation with
proper spectral characteristics. The general hasic require-
ments for simulating EO scenes are (Ref. 2)

1. Simlation of miltiple radiating objects

2. Mbdulation of EO power fromsources with varying
nodul ation paraneters

3. Variation of radiation intensity and color between
sour ces

4, Simulation of dynamic separation hetween sources

5. Simulation of dynamic variation of target image
size

6. Sinulation of dynanic intensity changes as a func-
tion of closing range.

The equipment used to sinulate EO scenes includes
sources of EOradiation (hlackbodies and arc |anps) used to
similate the signatures of targets, flares, jamers, and back-
grounds. This equipnment may contain electronically con-
trolled servonechanisms that simulate the apparent angular
motion of objects in the scene relative to the missile, the
intensity of the radiation reaching the seeker, and the appar-
ent sizes of the objects. Servo-controlled filters may be
enpl oyed to vary the intensity of the target and decoy sig-
nals. Electronic comands sent fromthe conputer to the
variable apertures and filters produce the conputed target
sizes and effective irradiances. By means-of appropriate
optical elements, the conbined scene-including targets,
background, and countermeasures—my be brought
together and presented to the hardware missile seeker (Ref.
6).

9-3.2.2 Radio Frequency

Wen RF nissile seeker heads are used in missile flight
similations, signals that generate scenes are produced by
physical RF radiation generators. These generators produce
radiation with the proper radiation frequency spectral char-
acteristics, signal return delays, waveforns, and Doppler
effects.

The RF environment that must be considered during
design of a scene simulation is the conposite of all RF sig-
nals that stinmulate the nissile antenna during fright. It
includes target scattering returns, clutter, multipath, and
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electronic countermeasures signals. During a simulation RF
signals are generated in real time and transmtted to the
seeker mounted on a three-axis flight table (missile-posi-
tioning unit (MPU)). To exercise the nissile seeker hard-
ware properly during sinulation, the signals presented to
the seeker by the environnental models ideally should be
i ndi stinguishable from those encountered during actual
combat flight. Because of inconplete know edge of the
physical phenonena involved and constraints in time and
budgets, this goal is often only partially realized (Ref. 7).

Different levels of detail are appropriate for RF environ-
mental nodels, depending on the simulation objectives. To
determine acquisition range, for exanple, a sinple point
target may suffice, but to determine end-game seeker per-
formance in the presence of countermeasures, a realistic
extended target model is required.

When the target scene is represented by physical RF radi-
ation, an actual RF seeker |ooks into an anechoic chanber
containing the elements that generate the scene (Ref. 8). If
the mssile seeker is active, it emits a burst of RF energy.
The sinulated target receives the bursb converts it to a syn-
thesized return, and reradiates it to the seeker, which
acquires and tracks it. If the seeker is semactive, radar
pul ses are radiated by the sinulated target as if it had been
illunnated by an illuninator radar. Miltiple radiation
sources may be included in the RF scene sinulation to rep-
resent multiple targets and counterneasures.

9-3.3 ELECTRONI C SCENE S| MULATI ON

Electronic scene sinulation methods have been devel-
oped to provide additional detail in the target scene not cur-
rently achievable with physical scene simulations.
Electronic scenes are generated by neasurements in the
field, using an imaging radiometer, of actual scenes com
posed of targets, backgrounds, and countermeasures. The
measured data are stored for subsequent use in missile flight
simiations that employ seeker electronics in the sinulation
loop. After off-line processing by a host conputer, the el ec-
tronic scene data are passed into a target immge sinulator
(TIS) described in subpar. 9-4.1.2. The TIS forms sequential
mtrices of electronic scene elenents that are appropriate to
the instantaneous seeker fields of view of the seeker heing
simlated. These sequential electronic scenes are passed
into the hardware seeker electronics with appropriate timng
so that the signals entering the seeker electronics closely
approxi mte the signals that would have been generated by
an actual seeker detector viewing the same scene in the
field.

The maj or advantage of electronic scene simulation for
the seeker-electronics-in-the-1oop node over physical scene
generation for the seeker-in-the-loop mode is that signals
from actual scenes are presented to the missile seeker elec-
tronics. This is essential for a realistic evacuation of imaging
and pseudoi magi ng seekers (Ref. 6). The major disadvan-
tage of electronic scene generation is the specialized equip-
ment required.
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9-4 EQU PMENT FOR SCENE SI MULA-
TI ON

The devel opnent of scene simulations for use with nis-
sile guidance hardware in a nmissile flight sinulation
requires very specialized laboratory equipnent, and often
the equipment used in a given nissile flight simlationis
uni que, having heen devel oped to meet the particular objec-
tives of that simulation. Also the scene sinulation equip-
nent used for EO scenes is very different from equipment
enpl oyed to simulate RF scenes.

9-4.1 ELECTRO OPTI CAL SCENES

Various special kinds of EO equipnent have been devel-
oped or adapted to generate scenes for hardware-in-the-loop
similations. The W/IR scene generator, target image Sinu-
lator, and unique decoy generator are three exanples. Each
is discussed in the subparagraphs that follow

9-4.1.1 Utraviolet-bfrared Scene Generator
(VI RSG

9-4.1.1.1 Conponents and Operation

The WIRSG is a collection of controlled EO sources
used to nodel targets, decoys, jammers, and backgrounds
(Ref. 9). Physical EO radiation, generated by the WIRSG
is used to excite the hardware detectors in an actual nissile
seeker, which is nmounted on an MPU. The WIRSG can
simlate one target, two decoys, and one jammer simulta-
neously in bhoth W and IR wavelength bands, as well as
provide a uniform Wbackground to model the sky.

The UVIRSG is contained in two bays, one with three IR
source assenblies and the other with three W source
assenblies (Fig. 9-3). For each spectral band the target and
colocated jammer are produced in one source assembly, and
a decoy is produced in each of the two other source assem
blies. In addition, each W source assenbly contains a
background source to permit simulation of targets and
decoys with either positive or negative contrast with respect
to the background. The IR bay contains a blackbody for the
target and a xenon lanp for the jamer and each decoy.
Each W source assembly contains one xenon |anp to rep-
resent the target decoy, or jammer and an additional xenon
lamp for the W background.

The emissions from each target and decoy source pass
through a variable aperture that controls the size of the
imge viewed by the missile seeker. The target image is
square with the diagonals positioned horizontally and verti-
tally. Target inmge sizes range from0.05 deg to 3.0 deg. As
viewed by the nissile seeker, the W background is 9.0 deg
in dianeter (nonvariable) and has a uniform intensity. There
is no IR background. The enmissions from each target and
decoy source al so pass through servo-controlled circular
variable neutral density (CWND) filters to control the inten-
sity of the signals.

In each bay of the WIRSG are a telescope section and
beamsteering mrrors used to position the signals in azi-
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Figure 9-3. Utraviolet-Infrared Scene Generator Configuration (Adapted from Ref. 9)

mith and elevation. In the IR bay the IR energy that repre-
sents the target and jammer is conbined with the energy
fromeach of the IR decoy sources and is magnified by the
telescope. The W bhay is sinlarly arranged; energy from
the various W sources is conbined and then magnified by
a telescope. The IR and W telescope outputs are conhined
by a dichroic heam splitter and directed in a collimted
beam to the nissile seeker head (Ref. 9).

Each source in each bay can be steered independently in
both azimith and elevation. The steering nirrors are Servo
controlled and thus permit angular changes to be made in
the line of sight between the radiation sources and the
seeker. Computer-generated commands based on the rela-
tive target-mssile geonetry are used to nmintain the appro-
priate line-of-sight angles and angular rates during a
similated nissile fright. Each orthogonal steering nirror
unit can provide + 6 deg of angular separation in both azi-

mith and el evation for each decoy and target source. This
feature permits decoys to separate from targets indepen-
dently.

Although the W and IR steering mrrors can move scene
objects in both azinuth and elevation with respect to the
mssile seeker, the principal notion in elevation is per-
formed by the elevation line-of-sight (ELOS) steering mir-
ror, which can rotate the entire conbined W and IR scene
+ 20 deg in elevation. Sinilarly, the WIRSGis mounted on
a computer-controlled azimith rate table that rotates the
entire scene + 50 deg and provides the principal motion of
the scene in azimith.

Thirty different conputer-controlled servomechanisns
are contained in the WIRSG to control the size, intensity,
and direction of the radiation fromeach of the 11 radiation
sources. Wen a simulated missile narrowy nisses its tar-
get. extremely high angular rate commands are generated;
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all electronmechanical servomechanisns are linited in
velocity to prevent damage when such commands occur.
Over 300 optical elements are enployed to generate, filter,
imge, magnify, direct, and conbine the EO radiation into a
target scene (Ref. 9).

The Wand IR signatures of targets, decoys, and jam
mers are stored in computer nmemory as functions of appro-
priate parameters, such as aspect angle or time. The
apertures, filters, mrrors, and the azimuth table are con-
trolled by outputs fromroutines in the flight sinulation
conputer that calculate relative geonetry, signature data,
and size and effective irradiance for each object in the
scene.

Calibration equipment for the scene generator includes a
dual - spectral-band alignment tool to verify the positions of
the various radiation sources and a dual-hand radioneter for
intensity measurements. The system alignment tool allows
source positions to he verified within + 0.05 deg in both
spectral bands (Ref. 6).

9-4.1.1.2 Targets

Infrared energy for targets is enitted froma 1500-K
bl ackbody. This energy is filtered, attenuated, field stopped,
and conbined with the IR jamer energy. Similarly, the W
target energy is enitted froma 400-Warc |anp, conbined
with its background energy, filtered attenuated, field
stopped, and combined with the W jamer energy. Each
WIRSG target signal reaching the seeker is a conposite of
IR radiation generated in the IR bay and W radiation gen-
erated in the W bay. Each of the conbined W and IR tar-
get sources has five computer inputs to control IR target
size, W target size, IR target intensity, W target intensity,
and W background intensity (Ref. 9).

9-4.1.1.3 Decoys

WIRSG contains four independent decoy source assem
blies-two identical IR units and two identical Wunits.
Infrared energy that represents a decoy is emtted from an
800-Warc lanp, the W energy for a decoy is emtted from
a 400-Warc lanp, and the W background energy associ-
ated with each W decoy source is also emtted froma 400-
Warc lamp. For each decoy, the size, shape, position, and
positive or negative W contrast generation are the same as
those described for the target sources (Ref. 9).

9-4.1.1.4 Jamers

The energy for the IR jammer source is delivered by an
800-Warc lamp. A 350-Warc lanp is used to provide the
W energy for the jamer. Jammers appear to the missile
seeker as small emitters with an angular size of less than 0.1
deg located at the center of the conbined Wand IR target.
Jammer sinulations nust be capable of generating specified
wavefornms. Therefore, before the energy from jamer
lamps is conbined with the Wand IR energy of the target,
it istransnitted through EO crystal modul ators. The jammer
energy is electronically modulated by any arhbitrary tine-
varying waveform through application of a high-voltage
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field with the desired waveformacross the nodul ation crys-
tals, The magnitude and waveform of the high-voltage field
are controlled by either a conputer or an external signal
generator (Ref. 9).

9-4.1.2 Target Image Sinulator

9-4.1.2.1 Components and Cperation

The target imege sinmulator is an assenblage of digital,
electronic equipment that generates target and counternmea-
sure scenes for missile flight simulations that enploy hard-
ware missile-seeker electronic signal processors in the
simulation loop. The TI'S accepts “real -world" scene data
fromactual scenes conposed of targets, background, and
counterneasures (Refs. 6 and 9). The scene data are
obtained by field measurements of radiation intensity made
with an imeging radioneter.

The TIS presents to the hardware signal processor (seeker
electronics) the same signals that would be generated by the
detector of an actual EO seeker viewing the same scene.
Target and background data can be nmeasured separately by
the imaging radioneter, therefore, a target scene measured
at one location can be sinulated with a background nea-
sured at a different location. For exanple, targets neasured
against a clear sky can be sinulated with background of a
cloudy sky (Ref. 9).

Before scene data are entered into the TI'S processor for
use during the simulated mssile flight the data are prepro-
cessed off-line by a host computer that convolves the raw
field-measured image data with the instantaneous field of
view of the simulated seeker. Once the scene is configured
and entered into the TIS by the host conputer, the TIS
becomes a stand-al one device.

In the TIS a scene is described by a matrix of elements
(up to 256 x 256). Each element is described by up to eight
bits allowing the scene to be quantized into 256 intensity
levels (Ref. 6). The TIS stores up to twelve “snapshots” of
the target scene. The host computer can update the TIS
memory without interrupting the sinulation; therefore,
more than twelve scenes can be used in one simulated nis-
sile flight.

Each scene in the TIS represents a target at a particular
range and aspect angle relative to the mssile. If the aspect
angle history of the target is known a priori, each scene is
prepared by using the appropriate conbination of aspect
angle and range. This makes it possible for the TIS to inter-
pol ate between scenes and thereby between ranges and
aspect angles during real-time sinulated flight. If variations
in the aspect angle are not sufficiently known a priori, the
model er can use one of two techniques to account for aspect
angle variations—terative modeling and updating on the
fly.

9-4.1.2.2 Iterative Mdeling

In iterative nodeling an initial functional relationship is
assumed between the target aspect angle and range. This
relationship is entered into the TIS, and a trial run of the
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simulated engagement is made. The aspect-angle-versus-
range history that results from the simlated flight is then
conmpared with the assumed history. If the assumed relation-
ship does not match the relationship developed by the flight,
the process is repeated using the output aspect-angle-ver-
sus-range history as the assumed one for generating scenes
for the next trial simlation run. This procedure is repeated
until an acceptable match is achieved.

9-4.1.2.3 Updating on the Fly

Inplementation of the updating-on-the-fly technique
requires storage of a large nunber of scenes in the host
computer; each of these scenes is based on a particul ar
range and aspect angle. For each computation time step, a
pair of scenes selected frommenory is interpolated by the
TIS to produce a scene that corresponds to the range and
aspect angle of the target at that step. Interpolated scenes
mist be available to the sinulation in real time. Therefore,
the scenes to be interpolated must be Ioaded into the TIS
before the aspect angle for a given step is available fromthe
similation; this requires that the next aspect angle be pre-
dicted. While the TIS is producing an interpolated scene for
a given time step, the host conputer predicts the next aspect
angle that will occur and selects fromits menory another
scene that can be interpolated with the last selected scene to
produce one that matches the predicted aspect angle for the
next step. The newy selected scene is loaded into TI'S mem
ory and is ready to be interpolated to formthe next scene in
time for the next step. The success of this technique depends
on the speed of the TIS and the host conputer.

Updating on the fly can also be used to expand the num
ber of scenes the TIS can contain; the host conputer acts as
a virtual nemory for the TIS (Ref. 9).

9-4.1.3 Unique Decoy Generator

The unique decoy generator (UNDEGE) is an extrenely
fast and powerful collection of digital hardware used to sim
ulate decoys in a seeker-electronics-in-the-hop missile sim
ulation that employs the TIS. In conjunction with a host
conputer, the decoy generator calculates the instantaneous
position and intensity of flares and inserts this information
into the target scene of the TIS. The decoy generator
receives inputs, such as time, relative target position, seeker
boresight direction, and range, from the simulation com
puter. The output of UNDEGE is an analog voltage corre-
sponding to the seeker detector signals (before attenuation
by range) that would be generated if the actual missile
seeker were viewing the modeled scene of actual decoys
(Refs. 6 and 9).

Flare position data relative to the point of ejection from
the target and intensity data as functions of tine are stored
on disk files that are accessed in a nonreal-tine fashion and
stored in tables in the UNDEGE before a sinulated flight is
made. In some applications the same flare table can be
employed for nunerous flares because the trajectories of all
the flares (of a given type) relative to a constant-speed target

9-10

are identical except for displacenents in time. During the
similated flight the UNDEGE cal culates the projected flare
di spl acement angles fromthe target and |ooks up the flare
intensity fromdata in the flare table.

Inits basic configuration the decoy generator can model
up to 62 flares simltaneously and accommudate flare ejec-
tion rates up to 20 per second. Each flare is modeled as a cir-
cular shape of arbitrary size with a variable intensity
gradient across the extent of the flare (Ref. 6).

9-4.2 RADI O FREQUENCY SCENES

In the sinulation of physical RF scenes (environments),
any RF signals generated for the scene must behave as if
they were in free space, i.e., signals must be prevented from
reflecting from wails and equipment in the simulation Iabo-
ratory. In addition, extraneous RF signals that could affect
the performance of the mssile seeker nust be shielded from
the seeker. These requirements generally are met by con-
taining the scene signals and the nissile seeker within an
enclosed metal chamber that blocks external radiation from
entering and that has internal surfaces covered with nateri-
al's that absorb RF energy rather than reflect it. Such an
enclosure is a shielded anechoic chanber as shown in Fig.
9-4,

Radiation signals are transnitted froman antenna array
on one side of the chamber to a guidance sensor (RF seeker)
projected through an aperture on the opposite side of the
chanber (Ref. 10). A tight RF seal is mintained between
the flight table containing the mssile seeker and the wall of
the anechoic chamber. This seal ensures that the large
amunts of RF power transmitted within the chanber are
confined-a requirement necessary to ensure the safety of
personnel and to prevent external power from entering the
anechoi ¢ chanber and contaninating the free space envi-
ronnent (Ref. 8).

9-4.2.1 Sinulation Equiprent

In general, each flight similation facility that employs RF
hardware in the nmissile flight simulation designs its own
scene simlation system The Radio Frequency Sinulation
System (RFSS) at the US Arny Mssile Command, Red-
stone Arsenal, AL, (Refs. 7 and 10) is an example of special
equi pment used to generate RF scenes. The RFSS can sinmu-
late in real time any RF guidance mode. The sinulation
includes coherent and noncoherent signals for active, sem-
active, passive, command, beamrider, and track-via-mssile
syst ens.

The RFSS target sinulator consists of 550 antennas
located on the concave side of a metal, dish-shaped surface
that has a spherical radius of curvature of approximtely
12.2 m (40 ft) and a dianmeter of 10.1 m(33 ft). The arny
can either transmt RF signals dynanmically controlled in rel-
ative angular position or receive RF signals over a field of
view of approximtely 0.73 rad (42 deg) as viewed by a sen-
sor mounted on a flight table. The location of the apparent
source of RF signals can be regulated to within 0.3 nr.
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The RFSS operates over a frequency range of 2 to 18
GHz. Target position is updated at [-ins intervals with error
standard deviations of 0.3 mr within the 2- to 12-Gi hand
and 1.0 nr within the 12- to 18-GH band. The 550 anten-
nas are divided into two arrays-a main target array of
antennas and an electronic countermeasures (ECM array of
16 antennas unifornly distributed among the 534 target
antennas (Ref. 10). The target array generates sources of
radiation that can represent up to four independently con-
trollable, complex target signals. Any of the radiated signals
can be used as a source of radiation sinulating self-screen-
ing jamers. Wen a semactive missile that has a rear-fac-
ing antenna to receive reference signals fromthe target
illumnator, subpar. 2-3.1.2.2, is simlated, the RFSS sup-
plies the rear reference signal to the mssile.
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Target Model

RF Scene Simulation Configuration (Adapted from Ref. 9)

9-4.2.2 Levels of Fidelity

The general approach to environmental modeling that
uses the RFSS involves forming hierarchies of generic nod-
el's for each RF environnent elenent (Ref. 7). These hierar-
chies--which exist for targets, clutter, jet engine
modul ation, propeller and helicopter blade modul ation,
mul tipath, and chaff—range from sinple to conplex with
corresponding ranges of applicability and realism The hier-
archies are generic in the sense that their formulation is
driven by specific databases that are generated enpirically
or analytically and that are appropriate for hoth the missile
system being tested and the target or threat vehicle being
si mul at ed.

The target model hierarchy, for exanple, consists of four
levels of conplexity:
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1. Isotropic Scatterer Model

2. Enpirical Scatterer Model

3. Statistical Model

4, Determnistic Miltiple Scatterer Mdel.
The sinplest, the Isotropic Scatterer Model, consists of a
point reflector located at the target centroid with a fixed
radar cross section (RCS). The Enpirical Scatterer Mbdel
allows slow variation of both the target RCS (anplitude
scintillation) and apparent angular position (glint or bright-
spot wander) as a function of aspect angle. The Statistical
Mdel has the capabilities of the Enpirical Scatterer Mdel,
and, in addition, it allows rapid variation of anplitude with
aspect angle (high-frequency anplitude scintillation) and
variations of angular glint conponents that are either aspect
or aspect-rate dependent. The final and most realistic nmem
ber of the hierarchy, the Deterministic Miltiple Scatterer
Mdel, treats the target as a collection of point scatterers.
Each scatterer can have aspect-dependent anplitude and
phase-scattering properties, and the total target return can be
conputed as the coherent superposition of the returns from
the individual scatterers illumnated by a radar transmitter.
This results in the seeker receiving signals that have realis-
tic anplitude scintillation and angle glint.

Each of these environmental models is driven by an
enpirical or semenpirical database, and the extent to
which a particular nodel realistically represents the radar
signature of a particular target or threat vehicle depends
largely on the quality and conpleteness of the database.

REFERENCES

1 D J. Strittmatter, “A Seasoned Approach to Mssile
Target Simulators”, Proceedings of the Society of
Phot o- Optical Instrumentation Engineers, Optics in
Mssile Engineering, SPIE Vol 133, Los Angeles, CA
January 1978, pp. 83-95, Society of Photo-optical
Instrumentation Engineers, Bellingham WA

2. T. A Aherton, “A Mssile Flight Simlator for Infra-
red Counterneasures |nvestigations”, Proceedings of
the Society of Photo-Optical Instrumentation Engi-
neers, Qptics in Mssile Engineering, SPIE Vol 133,
Los Angeles, CA January 1978, pp. 103-5, Society of
Phot o- Optical Instrumentation Engineers, Belling-
ham WA,

3 E F Knott, J. F. Shaeffer, and M T. Tuley, Radar
Cross Section, Its Prediction, Measurement and
Reduction, Artech House, Inc., Dedham MA, 1985.

4 M 1 Skolnik, Introduction to Radar Systems, 2nd Ed.,
MGawH || Book Conpany, New York, NY, 1980.

5 D. C Schlieher, Introduction to Electronic Vérfare,
Artech House, Dedham M 1986.

6. G H Johnson, ElectmQptics! Counterneasures Sim
ulation Facility, Ofice of Mssile Electronic Varfare,
Vhite Sands Mssile Range, NM Undat ed.

1. A M Baird, R B. Goldman, N C Randall, W C

9-12

Bryan, F. M Belrose, and W C. Holt, Verification and
Validation of RF Environmental Mdel s—ethodol -
ogy Overview, Technical Report RD-81-2, US Arny
Mssile Command, Redstone Arsenal, AL, Cctober
1980.

§. M E Sisle and E D MCarthy, *“Hardware-in-the-
Loop Simulation for an Active Mssile”, Simulation
39, 159-67 (Novenber 1982).

9 M D Sevachko et al, “Scene Generation for Real-
Time Mssile Flight Test”, Aerospace Simulation Il
19, The Society for Conputer Simulation Interna-
tional (3-5 February 1988).

D. W Sutherlin, “On an Application of Hybrid Sinu-
lation to Antiradiation Mssiles”, Proceedings of the
Summer Conputer Simulation Conference, Véshing-
ton, DC July 1976, pp. 107-11, Sinulation Council,
La Jolla, CA

10,

Bl BLI OGRAPHY

SCENE  SI MULATI ON

P. C Gegory, “Testing of Mssile Guidance and Control
Systems”, Cuidance and Control for Tactical Cuided
Viéapons Wth Enmphasis on Simulation and Testing,
AGARD- LS-101, Advisory Goup for Aerospace
Research and Devel opment North Atlantic Treaty
Organi zation, Neuilly sur Seine, France, My 1979

L L. Pastrick, L. S Isom C M V&, RJ. Vinson, and L.
H Hazel, “Mnte Carlo Mdel Requirements for
Har dwar e-in-the-Loop Mssile Simlations”, Pro-
ceedings of the 1976 Summer Conputer Sinulation
Conference, Wshington, DC, 1976, pp. 112-7, Sinu-
lation Council, La Jolla, CA

TARGET S| GNATURE

D. K Barton, Radar Systems Analysis, Prentice Hall, Inc.,
Englewood Cliffs, NJ, 1964.
R H Delano, “A Theory of Target Gint or Angular Scintil-

lation in Radar Tracking”, Proceedings of the IRE
Decenber 1953, pp. 1778-84, Institute of Eectrical
and Electronics Engineers, Inc., New York, NY.
(I EEE was |IRE.)

P. Garnell, Quiided Weapon Control Systems, 2nd Ed., Royal
Mlitary College of Science, Shrivenham Swindon,
Engl and, Brassey's Defence Publishers, London,
England, 1987.

E F Knott, J. F Shaeffer, and M T. Tuley, Radar Cross
Section, Its Prediction, Measurement and Reduction,
Artech House, Inc., Dedham MA, 1985.

F. W Nesline, and P. Zarchan, Mssile Quidance Design
Tradeoffs for Hgh-Altitude Air Defense, Raytheon
Conpany, Mssile Systems Division, Bedford, MA
1982.

M Skol ni k, Radar Handbook, MG awHill
pany, New York, NY, 1970.

Book Com



Downloaded from http://www.everyspec.com

M L- HDBK- 1211(M )

CHAPTER 10
| MPLEMENTATI ON

To this point the handbook has focused on the equations and al gorithns that nust be programmed for a com

puter to construct a missile flight simulation. This chapter addresses (1) selection of a conputer system suitable for
i npl ementing the equations and algorithms, (2) selection of a conputer |anguage to develop the simulation, (3)
application of numerical techniques required for digital solutions, and (4) special instructions to operate nissile
flight sinulations that contain missile hardware in the sinulation |oop.

10-0 LIST OF SYMBOLS

a;and b; = constants in transfer function

F
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G(,y)
G(s)
G(&)
H;
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Yn+t
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-
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magnitude of force, N

vector of functions of time ¢

vector of functions of zand y

transfer function

function of the reciprocal of the z-transform
G Yn)

G@,+12Ty,+V2TH)

G, +12Ty,+112THy)

G, + Ty, +THj)

mass, kg

index for identifying a particular computation
step, dimensionless

Laplace transform variable

length of computation step (sampling inter-
val), s

= integration step size of the nth step, s

independent variable, e.g., time

= value of independent variable at beginning of

" u

stepn

value of independent variable at beginning of
step(n+1)

magnitude of velocity (speed), m/s
magnitude of displacement, m

= Laplace transform of input

o .t

time-domain input of the linear system
vector of predicted dependent variables

= vector of predicted dependent variables at

beginning of step (n + 1)
vector of predicted dependent variables at

midpoint of step n

vector of dependent variables

vector of dependent variables at beginning of
stepn

vector of dependent variables at beginning of
step(n+1)

vector of dependent variables at beginning of
step(n-1)
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y (5) = Laplace transform of output
y (f) = time-domain output of a linear system
z = z-transform variable
A - e—ST= z’l
{ = damping ratio, dimensionless
1 = system time constant, s
®; = damped natural frequency of system, rad/s
®, = undamped natural frequency of system, rad/s
10-1 | NTRODUCTI ON

A nunber of factors nust be considered in the selection
of a computer systemto inplenent a missile flight simla-
tion and these factors must be reevaluated often in light of
the rapid advancements in conputer technol ogy. Depending
on the objectives of the simulation, special computational
equi pment may be needed to nmeet the conputational speed
requirements, particularly if the simlation includes hard-
vare-in-the-1oop. Sinulations that must calculate the high-
frequency characteristics of seekers, actuators, or
control -surface defections in real time are especially
demanding of conputational speed. The primary objective
in the selection of a computer systemis to satisfy simlation
requirements with the least cost. Secondary objectives that
reinforce the main objective are ease of inplenmentation,
setup and operation, and support by the manufacturer.

Those sinulation devel opers who have the luxury of
choi ce regarding the conputer systemto be used for their
sinmulation nust choose one that will satisfy the conputa-
tion and memory requirements of the sinulation. C her-
wise, it my be necessary to relax the similation objectives
to allow inplementation of the simulation on available
computational equipnent. If the sinulation nust supply
outputs at the same rate as the conponents of the actual
mssile, i.e., real-tine sinulation, speciality nmultiproces-
sor or high-speed, high-cost superconmputers may be
required. These uncommon conputers often require their
own specialized software, and users must consider iSSues in
the selection of these machines that are different fromthe
issues in selecting the general-purpose digital machines
used in most conputer applications.

The main considerations in choosing a conputer |an-
guage to develop a mssile flight simulation are conpatibil-



Downloaded from http://www.everyspec.com

M L- HDBK- 1211(M )

ity with the host processor, ability to achieve processing
speed requirements, ease of use, and ease of nodification.
Early flight simulations were sometimes witten in assem
bl'y language because of its efficiency; however, modem
efficient conpilers of high-level languages greatly ease the
programming burden and approach the speeds of assenbly
| anguage. FORTRAN is the nost widely used |anguage for
similation and other scientific applications, however,
nore-structured |anguages, such as PASCAL, C, and Ada,
are also suitable for missile sinulations that can run on gen-
eral-purpose digital conputers. As previously stated, spe-
cialized conputers may require their own specilized
sof tware.

The differential equations used to model missile flight are
sets of nonlinear differential equations with time-varying
coefficients that cannot be solved analytically. Therefore, to
inplement the solutions to these equations on digital com
puters, numerical methods nust be enployed in which al ge-
braic difference equations are used to simulate the
differential equations. Several standard methods of numeri-
cal integration are discussed in par. 10-4,

Although transfer functions can be solved digitally by
any nurerical integration method, the fact that they corre-
spond to linear differential equations with constant coeffi-
cients allows special techniques to be applied. Tustin's
method is a popular technique in which the Laplace transfer
variable s is replaced by a particular z-transform function.
The result is a simple algebraic difference equation for a
given transfer function. Another nethod used to solve trans-
fer functions digitally is based on a recently developed
root-mtching procedure in which the roots of the difference
equation are matched to the roots of the differential equation
being similated. Since the roots are matched, the difference
equation cannot becone unstable-provided the differential
equation is stable-regardliess of the integration step size.
Details of these methods of digital solution of transfer func-
tions are given.

here are many special considerations in the develop
ment and operation of flight sinulations that employ hard-
war e-in-the-hop. These considerations deal mainly with
ensuring that the hardware is operating properly and safely
and that the interfaces with the conputer systemare correct.
Special instructions for operating hardware-in-the-1oop sim
ulations are given.

10-2 SELECTI ON OF COWPUTERS

Vhen selecting a conputer system for missile sinula-
tions, the overall objective is to select one that will satisfy
the simulation objectives with niniml cost. Considerations
that go into the choice are

1. Accuracy

2. Processing speed

3. Ease of programming and ability to use standard
l'anguages and other available software

4, Continuing support by the manufacturer

10-2

5. Rapid setup of simulation runs and ease of opera-
tion

6. Cost.
(Menory size usually is not an issue in missile simlation;
the conputational deficiency most often encountered is
insufficient computer processing speed to satisfy intensive
calculation requirements.) Computer capability is advanc-
ing so rapidly that the most cost-effective choice for execut-
ing mssile simlations nust be reeval uated whenever a
conputer purchase is contenplated.

Many devel opers will neither be able nor need to acquire
a special computer, or computer system to execute their
mssile simlations. Several sinulation objectives-dis-
cussed in pars. 3-2 and 3-4-require only simplified, e.g.,
three degrees of freedom nissile model's or those that do
not have to execute in real time. These models will run eas-
ily on the widely available, faster personal conputers and
workstations. Al'so developers may not have a budget avail-
able for the sole purpose of executing missile simulations
and may have to be satisfied with existing conputer
resour ces.

At the other extreme are simulations that are required to
be conplex, accurate models of missile performance and
nmust be executed in real time to support hard-
ware-in-the-1oop and countermeasures environments. For
these applications a devel oper may be assigned a budget to
procure a laboratory facility that includes a conputer sys-
tem to support the real-time conputational needs.

Executing a six-degree-of-freedom model in real tinme
places a large burden on digital computational equipnent.
Unlike many algebraic equations that can be solved directly
in closed form sinultaneous differential equations for
translational (Egs. 4-37) and rotational (Egs. 4-46) motion
and other elements of missile dynamics must be solved by
numerical integration methods (See par. 10-4.). To obtain
high-fidelity solutions, the integration step size nust be
smal | enough to include the highest frequency effects that
nust be nodel ed, and the solutions nust be conputed for
each small step. Small step size contributes greatly to the
conputational burden. For digital conputers the higher the
frequency of the process being modeled, the greater the pro-
cessing speed required to maintain the same accuracy |evel
as for lower frequency processes (Ref. 1). If the frequency
of the modeled process is Iow enough or the computer fast
enough, the programmer can choose an integration step size
smal| enough that the nodel accuracy obtained will be no
less than the precision of the digital conputer. As the fre-
quency of the model ed process increases to the point at
which reduction in the integration step size is not allowed
because real-time simulation execution constraints cannot
be satisfied the accuracy begins to degrade.

In the past, analog conputers provided real-time sol u-
tions when digital conputers were unable to performat the
required rate of speed. Analog computers were ideally
suited to solving simultaneous differential equations
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because the use of feedback loops in linear circuits elini-

nates the need for the conputation-intensive integration cal-
culations required on digital computers. Traditionally,
however, anal og computers

1. Wre difficult to programusing a patch panel to Iink
manual |y the circuit conponents required for each sinula-
tion model

2. Had difficulty providing the accuracy desired

3. Had linited elenents to nodel conplex systems

4, Vere difficult to calibrate and setup for runs.

Hybrid conputers then evolved that conbined both digi-
tal and analog processors to connect some of the deficiencies
encountered in the use of analog computers alone. The
patch panel was replaced with digital neans to control and
set up anal og processors, which pernitted digital program
mng. Digital control of the analog processor resulted in
accurate calibration and faster setup and indirectly in
greatly increased accuracy. The digital processor was al so
used to execute some of the slower running parts of the sim
ulation, so the analog conponents were reserved for the
hi gher speed requirenents.

[f a new laboratory facility is planned, given current 1994
computer technol ogy, the nmost cost-effective approach to
solving highly accurate nissile sinulations in real tine or
faster for testing hardware-in-the-loop is to use configura-
tions of miltiple digital processors. Solving the sinulta-
neous differential equationsassociated with
si x-degree-of - freedom ni ssi | e model s can be acconpli shed
more cheaply and easily by perforning the integrations in
parallel whether analog or digital computers are used.
Because of the type of problemnissile simulation presents,
a nunber of inexpensive processors working in parallel can
surpass the speed of single multinillion-dollar supercom
puters. This type of advantage over superconputers is only
readily realizable for those problens that can take advan-
tage of parallel computation.

Since the speeds of nmultiprocessor computers have
increased to the point at which they can handle high-fre-
quency missile components in real time for reasonable cost,
they have essentially replaced anal og conputers for per-
formng nissile sinulations. This was a natural evol ution
when the difficulties of operating analog and hybrid com
puters and the reasonable cost of the digital processors of
today are considered.

For established, real-time hardware-in-the-loop nissile
similation laboratories, there may be neither 8 need nor a
budget to upgrade to new conputational equipnent even
where ol der anal og equi pment may still be in use. In these
| aboratory situations it may be more convenient and
cost-effective to supplenent existing digital conputers with
anal og integrators and other analog conponents to nodel a
limted nunber of missile conponents with high-frequency
pr 0cesses.

For a new, all-digital conputer facility the main difficulty

today because of multiple products of different types and
quality is integrating the processors, software, and interface
devices for analog sensors and other equipnent into a
cost-effective sinulation system The devel oper of a sinu-
lation laboratory for real-tine, hardware-in-the-loop eval ua-
tion may choose to assemble a multiprocessor system from
comercial conponents, to select and devel op software to
operate the computer equipment, and to assenble a set of
anal og-to-digital and digital-to-anal og converter hoards to
interface with hardware-in-the-1oop, or the developer nay
turn to comercial conpanies that provide this service.
Applied Dynamics International (AD) and Electronic
Associates, Incorporated,* (EM have been building com
puter systems for many years to solve missile simulations
and other dynanic applications of simultaneous differential
equations. Both conpanies have “turnkey” products that not
only achieve the necessary speeds at reasonable cost hy
using parallel architecture but also provide custom softuware
and other anenities that make simulation devel opnent
mich easier.

ADI produces the Applied Dynamcs Real-Tine Station
(AD RTS), the hardware architecture of which is hased on
the open-architecture Versa Mdul e Eurocard (VME) bus
for internal communications. Connected to the bus is a vari-
ety of processors-sone optional-with different functions.
The VME bus Interact Manager (VIM communicates with
workstations on a local area network so that simulations can
be setup and executed remotely from the network A Com
nuni cations Processor (COP) synchronizes and optinizes
comuni cations on the bus. One or more Conpute Engines
(CEs), which use the Mbtorola M88110 microprocessors,
are available to perform the nonhardware-in-the-loop por-
tions of the sinulation. One or nore Parallel Intelligent
Resources (PIRs) each provides access to multiple inter-
faces of different types. A PIR provides the following inter-
faces: analog (digital-to-analog and anal og-to-digital),
digital (bidirectional interface with control lines), serial (up
to eight RS 422/RS 485 serial ports operating at data rates
up to 1 Mit/s on each connection), and specialized circuits
(e.g., waveform generators, programmble resistive
devices, or transition interval measurenent devices that can
be used to emulate transducers or other functions). C her
VME bus-conpatible devices can be connected and used.

EAl produces the Starlight computer, which is divided
into two main parts: the Digitally Inplenented Anal og
Conputer (DIAC) and the VME Ancillary Miltiprocessor
(VAVP). The Starlight conputer connects hy Ethernet to
any X-based workstation with the Silicon Gaphics Indigo
as a default. If the workstation is connected to a network,
network operation of Starlight is possible. The VAWP,
which is based on the WE bus, provides the interface to
the workstation with its host central processing unit (CPU
based on the Mtorola 68040. The VAWP al so optional |y
processes user-written FORTRAN, C, or Ada |anguage code

*The use of company names does not constitute an endorsement by the US Governnent.
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sequentially (as opposed to parallel execution in the DIAG).
The DIAC is designed and built by EAl and uses up to four
arithmetic conputation nodules (ACMS) to perform
numerical integration to solve the sinultaneous differential
equations constituting the sinulation nodel. The ACM uses
the Texas Instruments SN74ACT8847 32-bit math proces-
sor. The DIAC uses the EAI-designed Starbus for internal
comuni cations, which can support a maxinum sustained
rate of 80 Myte/s. The DIAC can also have optional inter-
face modules connected to the Starbus: analog interface
mdul es (AIMs} with 16 analog-to-digital and 16 digi-
tal-to-analog converters for hardware-in-the-loop interfaces,
digital interface modules (DIMs) with 32 discrete input and
32 discrete output bits, and processor interface modules
(PIM) with 4K by 32-bit, dual-ported memory for interface
with external processors that may be part of the simulation,

There may be instances in which conpronises nust be
made in the sinulation nodel to satisfy processing require-
ments. It is inportant to meke these conmpromises with min-
imal inpact on the missile sinulation objectives. Previous
chapters of this handbook discuss numerous sinplifications
and approxi mations that preserve some level of fidelity in
the missile simulation.

The missile simlation developer nmust thoroughly under-
stand the objectives to prevent a nismatch between these
objectives and the conputer system used. Particularly
inmportant is the selection of conputer power (which
equates to cost). It is essential to guard against acquiring
unnecessary conputer power to model seekers or actuators
if the simlation objective can be satisfied by using transfer
functions or actual hardware-in-the-loop to approximte or
directly represent these processes. For exanple, a missile
system manufacturer may not require the processing power
necessary to nodel high-frequency seeker processes when
constructing a test bed for the developed missile because
har dware-in-the-Toop will be used for the seeker (Ref. 2). If
it is inportant however, to analyze different types of realis-
tic countermeasure environments not modeled accurately by
hardware scene sinmulators and the only way to assess the
seeker response to the mathemtical scene is to create a
mat hematical model of the seeker (Ref. 3), it would be a
mstake to procure a conputer systemincapable of sinulat-
ing the high-frequency processes that need to be eval uated

and to assume that sinplifying approximtions are accept-
able.

10-2.1 ASSESSI NG COMPUTER PROCESS-
| NG SPEED ( BENCHVARKS)

Digital computer speeds expressed in normalized opera-
tions per second (NOPS), millions of instructions per sec-
ond (MPS), or nillions of floating point operations per
second (MFLOPS) can be deceiving and should be consid-
ered to be only estimtes. The set of machine executable
instructions varies from one computer type to another and
causes variation in execution speed fromone computer to
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another for the same high-level program e.g., FORTRAN.
Conpiler efficiency differs among conputers for the same
high-1evel |anguage and from conpiler to conpiler on the
same nachine. These variations in conpiler efficiency cre-
ate differences in execution speed. Variation in the speed of
machi ne executable arithmetic operations can also cause
significant variations in execution speed for different pro-
grams, depending on the nix of arithmetic instructions. For
exanple, if one computer is slower at adding but faster at
miltiplying than another, it may execute programs rich in
miltiplications faster than the other but execute prograns
that are addition intensive more slowy.

Attenpts have been made to establish representative
mxes of instructions, called benchmarks, that are more rep
resentative of computer processing capability. One exanple
is the classic whetstone mix; mny computers were rated by
the nunber of whetstones per second. Cther henchmark are
dhrystone,  SPECint92,  SPECfp92,  SPECrate int92,
SPECrate fp92, AIMII, AIMXII, AIM Mlestone, SPEC
SDM TPC-A, TPG-B, TPC-C, Linpack, and CPU2 (Refs. 4
and 5). Benchmarks can also be seriously misleading in the
same way that average performance may never be represen-
tative of any given situation (Refs. 6 through 9). The only
way to be sure that a particular conputer and conpiler can
execute a particular algorithmor function in the tinme
required is to construct a benchmark with a representative
instruction mix for that application or to create the code and
then conpile and execute it on the conputers under consid-
eration for acquisition. These test programs should consist
of the most demanding portions of the nissile simlation, if
not the entire missile simlation.

10-2.2 EXAMPLE S| MULATION COVPUTER
FACILITY (Ref. 3)

The US Arny Research Laboratory Simulation Facility at
Wite Sands Mssile Range, NM illustrates the use of mul-
tiple conputers to satisfy specific mssile sinulation objec-
tives. (Qther hardware in the facility is discussed in a
previous chapter.) The laboratory configuration of this com
puter supports two modes or levels of missile hardware in
the sinulation [oop. The nissile-seeker-in-the-1oop node
includes a conplete nissile guidance assembly or seeker,
i.e., gyro/optics and signal processing electronics. The com
bination target and counterneasures scene is produced by a
scene generator that contains actual electro-optical sources,
i.e., blackbodies and arc lamps. These sources produce
energy in the correct spectral region and are imaged on the
mssile seeker dome via appropriate optical Ienses and nir-
rors. The second node, termed nissile-seeker-electron-
i cs-in-the-1oop node, incorporates only the signal
processing electronics of the mssile guidance assenbly and
thus necessitates the modeling of the gyro/optics or seeker
head in the conputer. The target and countermeasures scene
for the mssile-seeker-electronics-in-the-1oop mode is pro-
duced by a special electronic scene sinulator that is capable
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of accepting real scene data obtained by field neasurenents
of targets, background, and counterneasures.

The sinulation conputer system consists of an ADI
AD- 100 conputer hosted by a DEC AXP 4000-610 and a
hybrid conputer consisting of an EAl Mbdel 7800 anal og
computer and an EAl Pacer 100 digital conputer. The 7800
is a 100-V machine-consisting of 78 summer/integrators,
30 inverting anplifiers, 36 nultipliers, and 6 resolvers—
used to sinulate the high-frequency seeker responses in the
mi ssi | e-seeker-el ectronics-in-the-l1oop mode. The EAl Pacer
100 provides for conputer control of the anal og conputer
and is slaved to the AXP 4000-610. The AD-100 is used to
generate the nissile aerodynanic functions for solution of
axial and lateral accelerations as well as for the integrations,
miltiplications, and sunmations required for the transla-
tional and rotational equations of motion for the target and
mssile. The AD-100 also solves the nissile target geonet-
ric equations. Peripheral and input/output devices for the
simulation conputer systeminclude control terninals,
real-time display units, two eight-channel strip chart record-
ers, a line printer, and various disk drives.

10-2. 3 SECONDARY CONSI DERATI ONS

Al'though processing capability and cost are primry con-
siderations, secondary considerations can also affect the
choice of a computer. If several conputer choices are equiv-
alent interms of processing speed (or at |east satisfy the
similation objectives) and cost, other factors such as mem
ory capacity, word length, hardware reliability, and manu-
facturer support can influence the decision to purchase.

Advances in conputer technology have essentially elini-
nated memory capacity as an issue for missile simlation;
menory is now mich less costly than it was, and the 32-bit
or longer word lengths found on nost of the faster conput-
ers permit sufficient memory addressing for this application.
Neverthel ess, estimites should be made of the amount of
menory required per processor in a multiprocessor system
Estimtes can be made based on the memory required for
conpi | ed benchmarks including any actual simlation cod-
ing available. Care should be exercised in evaluating virtual
nemory computers with their “unlinted” nemory because
these machines are automatically loading and reloading
nemory fromthe available storage devices during execu-
tion when the conplete programcode will not fit in the
availabl e actual nemory. The processes of |oading and
rel oading can sl ow program execution speed significantly
and therefore should be considered in the evaluation.

The word length used by a digital computer deternines
the paraneter resolution that can be achieved in the missile
simlation. Mre specifically, the number of bits used in the
mantissa for floating point operations defines the range
between the nost and least significant bits. This range is
adequate for most missile simulation requirements, even for
the typical 32-bit word processors (6 or 7 deciml digit
range). Many conputers use much larger word sizes. Dou-
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ble-precision (two-word) arithnetic operations are available
on nost conputers; however, substantially more processing
time is required for each operation conpared with single
precision. Therefore, use of this feature nust be carefully
eval uated when considering processing speed. Estimates of
the largest and smallest magnitudes for all of the important
variables of the simulation should he deternined to mke
sure that the conputer systemwill have sufficient word
length to achieve the necessary paraneter resolution.
Rounding errors are also a consideration (See par. 10-4.).

Sof tware devel opment also can greatly influence operat-
ing costs. As conputer hardware has evol ved toward ngjor
increases in processing capahility, the decrease in hardvare
cost has heen equally significant. The |ower hardware costs
plus the increases in model conplexity have resulted in a
mejor percentage of conputer costs being attributable to
software. Programming a simulation on nultiple processors
of different types presents programming difficulties. There-
fore, the simulation devel oper should (1) become faniliar
with all software that will be required on the conputers con-
sidered for acquisition, (2) determine which high-level |an-
guages can be used to embed program nodules in the
computer system software provided by the manufacturer,
and (3) estimate the time required for program devel opnent
and mai nt enance.

Reliability of the hardware and support by the manufac-
turer are also key considerations in computer acquisition,
Hardware downtime can be costly, particularly with respect
to delays in ongoing anal yses or sinulation devel opnent. It
is also important to have access to spare parts and repair ser-
vice. If the conputer model acquired is discontinued or the
manuf acturer goes out of business, the simulation devel oper
my be in a difficult position. Therefore, evaluation of man-
ufacturer support should be part of an acquisition decision.

Setup time for computer runs can significantly reduce the
time available to use the similation for analysis. For exam
ple, if miltiple runs nust be made to conpute miss distance
statistics-which are required if randomvariables in the
scene or el sewhere are model ed-and variations in several
paraneters are required to conplete an analysis, hundreds
or even thousands of runs may be necessary. (If excessive
nunbers of runs are expected for simlations not exercising
har dwar e-in-the-1oop, the sinulation may need to execute in
faster than real time to satisfy the time requirenents for
analysis conpletion,) It may not be feasible to conduct this
nunber of runs if the setup tine for each run is inorcinately
long. Therefore, calibration and software conpiling and
loading tine at the start of the run should be determined as
part of an acquisition evaluation of a particular conputer.

Data analysis time can be markedly reduced if the soft-
ware and hardware tools are available to manipulate the out-
puts fromthe sinulation runs. Mst useful are hard copy
plotting and interactive graphics capabilities. Disk or other
storage for easy access and software for manipulation of
data are inportant for conputing statistics and identifying
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data for plotting. Gaphics and data manipulation capabili-
ties provided by the conputer manufacturer or available
fromthird-party vendors should he investigated for any
conputer systemto be acquired and the use of peripheral
devices should be planned for the facility to be developed.
Mbst computers now have standard interface ports-paral -
lel and serial, e.g., RS-232-for attachment of peripheral
devices. It is inportant to have enough ports for all of the
peripheral devices planned for the system

10-3 SELECTION OF COWPUTER LAN-
GUAGES

The computer language chosen to develop the nissile
simlation should be (1) conpatible with the processing
speed required and (2) as easy as possible to use. In addition
to these high-priority requirements, it is desirable that the
l'anguage be widely used to ensure a large pool of potential
programmers and to increase the chances that the sinulation
will run on other conputer systems if that need is antici-
pated. Selection of a language is not as critical for simila-
tions that do not need to execute in real time or faster and
can execute on general-purpose digital conputers. For
real-time execution of a nissile similation, the devel oper
may not have much choice of the conputer |anguages and
operating software used hecause of the requirement to solve
similtaneous differential equations at high speed on special -
ized conputers that use their own specialized compilers.

Early in conputer devel opment high-speed simulations
were programed in assembly |anguage because the pro-
gramrers could use the high correlation between assenbly
and machine instructions to produce efficient code, i.e.,
code with the minimm nunber of instructions for a partic-
ular model. The burden was placed on the programmers to
reach maximum availabl e speed through clever use of the
assembl y/ mchine instructions. Hgher level [anguages
remved nost of this burden from the progranmers when
conpilers for these languages began to approach the effi-
ciency achievable with assembly |anguage prograns.

The nost widely used language for sinulation and other
scientific application is FORTRAN. Assenbly routines are
still enbedded within FORTRAN programs primarily for
real-tinme processing of data inputs or outputs. FORTRAN
lacks the capability to do the efficient hit manipulations that
are usually required for packing and unpacking data during
hi gh-rate conmunications, so assenbly |anguage is often
still used for those functions to achieve maxi mum process-
ing speed.

In the many years that FCRTRAN has been used, the lan-
guage has heen made nore structured to allow nore
nethodical and error-free programing. Mninizing the
cost of software mmintenance requires that programs be
structured to use many short nodul es, each of which has as
little effect as possible on other modules, in order to nini-
n ze debugging tine when changes are required. The
responsibility to construct structured programs in FOR-
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TRAN lies with the progranmer. High-level |anguages
devel oped later-e.g., PASCAL, C, and Ada—force the
programer to use more structure and also may provide
more programming power and flexihbility. Any of these lan-
guages are suitable for missile similations that can run on
general -purpose digital computers. Mst often FORTRAN
is selected because of its wide use. FORTRAN and Ada are
the principal Governnent-approved |anguages.

Vhile the capability of general-purpose progranming
| anguages was evolving, special languages for simulation
were devel oped for general-purpose digital conputers.
These languages, such as General-Purpose Sinulation Sys-
tem (GPSS) and SIMSCRIPT, were designed to make it eas-
ier for the programers to develop a simulation hy
devel oping high-level instructions peculiar to sinulation
problems and performng bookkeepi ng operations, such as
automatical |y keeping track of sinulated time. Unfortu-
nately, these |anguages were primarily aimed at queuing
model s not applicable to nissile simlation. In addition, the
price for programmer convenience was a decrease in execu-
tion speed.

Anal og computers required a different type of conpiler.
Oiginally, analog computers were progranmmed by manu-
ally wiring analog components together through a patch
panel. After automatic control of analog devices was intro-
duced, a conpiler called Automatic Programing and Scal-
ing of Equations (APSE) was developed in the late 1960s,
which extended FORTRAN as a hasis to allow specification
of differential equations (Ref. 10). By the use of this com
piler, the generated program could be targeted to different
anal og conputers.

Wth support by the US Governnent the APSE conpiler
was inproved to become a Program Generation System
(PGS), which was capable OF providing automatic setup,
checkout, and operation of analog processors. This system
becane the Extended Continuous System Simulation Lan-
guage (ECSSL), which included an online interpreter called
HYTRAN. The interpreter accepted object code and per-
formed setup and checkout of the parallel analog processor.
Later versions of ECSSL were capable of providing interac-
tive anal og program operation including graphic display
and recording of results.

Mil tiprocessor systems have additional major program
mng problens. Mst conpilers are designed to execute a
programon only one processor, and several processors of
different types require that the programmer deternine
which code is to be executed in which processor, or the
conpi ler must make that decision. Because of the program
mng difficulties encountered with nultiprocessor systens,
the similation developer is constrained at present to use the
software devel oped for these systems. At the sane tine, the
manufacturers of these specialized |anguages and conpilers
are attenpting to make sinulation devel opment much easier
than would otherwise be the case in this environment.

ADI provides several different types of software with the
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AD RTS. COSIMis ADI's scheduling, synchronization, and
communi cations-control soft ware. It is used to manage data
flowand to coordinate and synchronize the parallel proces-
sors. COSIM also includes an extensive run-tinme library to
operate various interfaces provided by the hardware.
ADSIMis a sinulation |anguage conpiler specifically
directed toward real -time environments. COSIM enabl es
programs to execute a mxture of ADSIM FORTRAN, or C
l'anguages on single or multiple CEs. Alternatively, models
programed graphical |y using the Boeing EASY 5x soft-
ware can be linked to the appropriate interfaces and
run-tine tools by COSIM EASY 5x has a graphical user
interface (GU), which replaces code witing effort with
sinple icons that represent various system conponents or
mat hematical operators. ADl also provides SIMlot to assist
plotting of simlation results.

EAl developed the Starlight Interactive Sinulation Lan-
guage (SISL) to program the parallel part of the simulation.
SISL conforms to Continuous System Sinulation Language
(CSSL) (predecessor of ECSSL) specifications devel oped
originally for analog computers. SISL enables the sinula-
tion devel oper to begin with the simltaneous, coupled dif-
ferential equations, which compose the sinulation. The
Starlight conpiler then maps the SISL source directly into
parallel machine code without the intermediate step of con-
verting the code into sequentially executed FORTRAN or
C EAl clains that this direct efficient conversion is one of
the key reasons the Starlight conputer can perform simla-
tions at high speeds. Standard conpilers may be used for
user-supplied FORTRAN, C or Ada source code, which is
i ndependently linked to the DIAC to be executed along with
the conpiled and linked SISL code hy the Starlight Execu-
tive (SX).

10-4 TECHNI QUES

In general, the differential equations encountered in nis-
sile flight simlations cannot be solved by classical analyti-
cal nethods. Digital computer solutions require numerica
nethods. A large nunber of numerical integration nethods
have been devel oped, and discussions in the literature are
sometines confusing because termnology is not standard-
ized (Ref. 11). Athough some of the numerical integration
nethods are convenient for other computational purposes
they are not suitable for simlation

Nurerical nethods used to solve differential equations
usual Iy involve replacing a differential equation by a num
ber of algebraic equations, called difference equations, in
such a way that the solution of the difference equations
approximates the solution of the differential equation. Since
they are algebraic, the difference equations are readily
solved by digital computers. These numerical procedures
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start with the initial conditions and solve the difference
equations at successive discrete time steps.

Some nunmerical integration methods employ difference
equations that can be solved explicitly, whereas others use
difference equations that require an iterative procedure for
solution and therefore are called inplicit methods. Nuneri-
cal integration methods are further divided into one-step
and multistep types. A one-step integration method uses the
value of the dependent variable only at the current integra-
tion step to calculate the value at the succeeding step. A
miltistep integration method uses values of the dependent
variable at the current integration step and also at one or
nore preceding steps. One-step difference equations are
self-starting, and multistep processes depend on a self-start-
ing method to calculate the first few integration intervals.
Exanpl es of self-starting (one-step), explicit methods are
Euler's nethod and the Runge-Kutta method. The inproved
Euler nethod is an exanple of a one-step, implicit nethod.
Exanmples of multistep, inplicit methods are MlIne's
method and the Adams nethods.

The choice of the applicable numerical integration neth-
ods to enploy in a sinulation depends largely on the
run-tinme and accuracy requirements of the sinmulation,
although ease of inplementation often is also a major factor,
The most accurate methods often require nore conputer
time to process the equations. Each of the methods has
advantages and disadvantages, which are discussed |ater
(Ref. 12).

Three general types of errors—rounding errors, trunca-
tion errors, and stability errors-can occur in applying dif-
ference equations for the solution of differential equations.
Stability errors may be triggered by the buildup of rounding
and truncation errors. Rounding errors occur because a digi-
tal conputer can acconmodate only a linited nunber of
significant figures. A rounding error at any step in the com
putation propagates to the next step and is conbined them
with the rounding error of that step. The amount of the
rounding error at each step is difficult to predict. Truncation
errors occur because in general the discrete nature of differ-
ence equations cannot exactly duplicate continuous differ-
ential equations. Truncation errors depend only on the type
of difference equation used and are independent of the
method or conputing equipment used to solve the equation.
Instabilities can arise fromthe difference equations, even
when the differential equations being sinulated are stable,
hecause the difference equations are not always matched
dynanically with the differential equations. These instabili-
ties can result in spurious solutions that do not correspond
to solutions of the differential equations (Ref. 12), and if not
recogni zed as such, they can lead to serious errors in con-
clusions drawn fromthe results of a sinulation.
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10-4.1 NUMERI CAL SOLUTION OF DI FFER-
ENTI AL EQUATI ONS
Any normal* system of differential equations can be writ-

ten as a first-order normal system which in vector notation
has the form

dy
—= = G (1, (10-D
7 (%,Y)
where
G (t,y) = vector of functions of # and y
t = indenendent variable e.o time

VTP ALY YL ARUIY)y Wehey ALY

y = vector of dependent variables.

The general solution of the set of differential equations rep-
resented by Eg. 10-1 is given by

y =f() (10-2)
where
f(t) = vector of functions of time ?.
Eq. 10-2 is subject to the initial conditions y = y.at t =t,

Eg. 10-1 is solved numerical ly by substituting one or
more difference equations in place of each differential equa-
tion. in general, the difference equations cannot be sol ved
directly at any particular value of t. Instead the tune of y is
cal culated sequentially, point by point, beginning at the ini-
tial values and continuing at intervals of the independent
variable t until the solution has been extended over the
required range oft (Ref. 13). The value of the dependent
variable at each succeeding computation step is based on
the value of that variable at one or nore preceding steps.

Methods of numerical integration are divided into
explicit and inplicit types. Each type is discussed in the
paragraphs that follow

10-4.1.1 Explicit Methods

In an explicit nethod the value of the dependent variable
yn + 1 is determned explicitly at step ntl in terns of the
i ndependent variable t  and of the values of the dependent
variable at one or more preceding time steps.

The Euler nethod and the Runge-Kutta method are
exanples of explicit numerical processes.

10-4.1.1.1 Eul er Method

The Euler method is baaed on a difference equation hav-
ing the form

Yas1= Ya+ G(t,, ¥)T,, forn=0, 1,2, ... (10-3)

*Any ordinary differential equation that has the form

dn_l}’]
d-x"!_!}

dl‘l
dx

G(x Yy, iya )
\

<
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where

G(t,, y,) = vector of functions of t and y

n = index for identifying a particular com-
putation step, dimensionless
T, = integration step size for the nth step, s
¥, = vector of dependent variables at begin-
ning of step n
¥n+1 = vector of dependent variables at begin-

ning of step (n +1).

Starting with the value y, Eg. 10-3 is used to calculate y,
successively at the pointsn=12 .. ..
For exanple, consider the differential equation that
descrihes Newton's second |aw for an application with con-
t force and constant mass

2
41 - E (10-4)
it ™
where
F = magnitude of force, N
m = mass, kg
¢t = time, s
x = magnitude of displacement, m.

Witing Eg. 10-4 as a system of first-order equations in the
formof Eg. 10-1 gives

% = g, m/s’
dx (10-5)
E =V, m/s
wher e
v = magni tude of velocity (speed), nis.
Thus the vector y is defined in this case as
v=1% (106)
and the vector Gas
[ F
G = m] . (10-7)
v

Then at the beginning of step n, the vectors y and G have
val ues given by
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n

(10-8)

n

Yn

|

Substituting Egs. 10-8 and 10-9 into Eq. 10-3 and assuming
a constant time step-allowing the subscript n to be
dropped from the time step-gives the system of difference
equations

G(,y,) = { (10-9)

=< 3y

Vool = v”+£T
" m forn=0,1,2,.. (10-10)
Xpo1 = X, +v, T
where

T = length of computation time step, s.

Solving Eg. 10-10 algebraically yields an approxi mte sol u-
tion to Eq. 10-4 and gives values of v and x at successive
time steps. The value oft at the beginning of tine step nis
gi ven by
t=nT,s. (10-11)
The Euler nethod, also called sinple rectangular integra-
tion, introduces a truncation error at each step, as shown in
Fig. 10-1. As the time step T becomes sufficiently smll, the
error becomes insignificant. Reducing the time step to the
extremely short tines required for great accuracy, however,
increases the conputation time and can introduce. a signifi-
cant rounding error, depending on the word length of the

Cross-Hatched Area
Approximates the Change in
the Dependent Variable

(Yne1 = Yn)= ¥nT

This Area is

Omitted by the
Rectangular
Approximation. —gm

%

r 4

NN

W,
-

T‘-‘—-—

7

Step Size ——p=]

Derivative of Dependent Variable, y

Cn th+l
Independent Variable, t

Figure 10-1. Truncation Error in Euler Method
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digital conputer enployed. The Euler method is seldom
used in sinulations because of these difficulties (See the
inproved Euler nethod in subpar. 10-4.1.2.1.). The Euler
method is presented here as a basis for later discussions of
other nunerical integration methods that permt the size of
the integration interval Tto be increased and the integration
accuracy to be inproved.

10-4.1.1.2 Runge-Kutta Method

The Runge-Kutta nethod and its variations are very pop-
ular in mssile flight sinulations. The nmethod provides good
accuracy, is sinple to program requires mnimum storage,
and is stable under nost circunstances with integration
intervals of reasonable size (Refs. 10 and 14). The hasic der-
ivation of the nethod involves a summation of terms, the
nunber of which is arbitrary. The most common form of the
method is hased on the summation of four terms; conse-
quently, it is referred to as the fourth-order Runge-Kutta
method. Also in the derivation of the nethod are certain
arbitrary constants. In the fourth-order Runge-Kutta
nethod, the nost frequently selected arbitrary constants
lead to a set of difference equations of the form

Yaer = Yot 5 (H +2H,+ 2H, + H,) (10-12)

where
H) = G, ¥
H, = G(t, + V2T,y, + 12 TH))
H; = G, + V2T y, + 1/2THy)

H, = G(In + Ty, +TH;)
¥, = vector of dependent variables at beginning of
stepn
Yn+1 = vector of dependent variables at beginning of
step (n + 1).

Eg. 10-12 is applicable to sets of first-order differential

equations that have the formof Eg. 10-1.
There are also Runge-Kutta nethods that involve nore than
four steps; however, they are rarely used in sinulation
applications because the small inprovement in accuracy
general |y does not justify the increase in execution time
(Ref. 11).

Although the Runge-Kutta method involves fairly sinple
equations, it has certain disadvantages:

1. If afunction Gis conplicated, evaluation of the H
terms at each computation step can be time-consuni ng.

2. The nethod will calculate a solution across points
of discontinuity, giving erroneous results without giving any
indication that this has been done.

3. There is no readily obtainable error analysis.

The lack of any error analysis for the fourth-order
Runge-Kutta method can be partially conpensated by using
certain rules of thumb. One such rule of thumb (Ref. 12) is
that if the numerical value of the guantity
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Hl - HZ
where
I-] = maammde of vector H

H2 = magmtude of vector H2
H; = magnitude of vector Hj

becomes larger than a few hundredths at any point t
step size T should be decreased.

10-4.1.2 Inplicit Methods

The equations for inplicit methods of numerical integra-
tion are in a formthat camot be solved explicitly for y,.
An inplicit solution to such equations generally can be
found by iterative calculations. In practice, instead of per-
forming many iterations to solve the equations accurately
for y, the same accuracy is obtained with nuch |ess
effort by enploying a smaller conputation step size and
performing only one or two iterations (Ref. 12). These
inplicit methods are called predictor-corrector methods.

10-4.1.2.1 One-Step Processes

(ne-step difference equations determne the value of the
dependent variable at step (n+l) interns of its value only at
the preceding step n. Thus, to start the calculations of a
one-step nethod, the initial value of the dependent variable
is used as the preceding value to calculate the first step.
Since only one preceding value of the dependent variable is
used, one-step nethods are called self-starting.

The two explicit nethods described in subpar. 10-4.1.1,
the Euler method and the Runge-Kutta nethod, are hoth
one-step processes and are, therefore, self-starting. The
i nproved Euler method and the nodified Euler nmethod are

exanples of inplicit methods that also use a one-step pro-
cess.

the

n

10-4.1.2.1.1 Inproved Euler Method

The inmproved Euler method is inplemented by a set of
predictor equations and a set of corrector equations (Ref.
12). Again, consider the general normal system of
first-order differential equations given by Eg. 10-1

dy

“_1? = G(ts y) (10-1)

where
G(t, y) = vector of functions of £ and y
t = independent variable, e.g., time
¥y = vector of dependent variables.

The Euler method, Eg. 10-3, gives a good first approxime-
tion and is enployed as the predictor equation for the
i nproved Euler nethod:

10-10

Yn+ 1=Y¥nt G(tmyn)T (10‘13)
where
T = length of computation time step, s

Y. = vector of predicted dependent variables at

cirning ~Af otan (2 oo 1)

ueguuuns UL OWP e T 1 ).

The corrector equation is

Yas1 = Yn + [Gi1, Y put) + G(1,,Y )15 (10-14)

The vector Y, of predicted values of the dependent vari-
able is calculated by using Eq. 10-13 and substituting into
Eg. 10-14 to solve for the corrected dependent variable vec-
tor y,. The termQt,,Y,) is sinply the function G
defined by Eg. 10-1, evaluated at time t . and using the
value of the predicted dependent variable Y. In prepara-
tion for the next computation step, Gt,,y.) is calcu-
lated by substituting the value of Y, calculated hy Eqg.
10-14, into the function G

Eq. 10-14 is based on the trapezoidal integration equa-
tion. This equation is simlar to rectangular integration (the
Euler method) except that the value of G used is hased on
the mean of the value of Gat the beginning of the step and
the predicted value of Gat the end of the step.

As an exanple, again consider the systemof equations
that describes Newton's second |aw, assuming constant

force and constant mess, as given by Egs. 10-5
2
%‘?’ = ;—nF-, m/s
dx (10-5)
== = vy, m/s
dt
where
F = magnitude of force, N
m = mass, kg
t = time, s
v = magnitude of velocity (speed), m/s
x = magnitude of displacement, m.
As in Eq. 10-9, the function G at step n is given by
E
G(t,y) = m |, (10-15)
n n Vn
Substituting Eq. 10-15 into Eg. 10-13 yields the predictor
v+ (EYT
Y oo (10-16
nl x,+v, T )

The values of the functions Gt,Y) needed to solve Eq.
10-14 for this exanple are given by
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E
G(t,.Y,) = [;"] (10-17)

G(tn+l’Yn+1) = {: " j‘ (10‘18)

and

U]

n+1

Substituting into Eq. 10-14 yields the corrected val ues of
the dependent variables

F F\T
e = (Gra)2
Y, 1= . (10-19)
x,+ (v“1+vn)§
Eg. 10-19 sinplifies to
Vpa1 =V, + £ T, m/s (10-20)
X1 =X, 4T+ V2 E T2 m.  (10-21)

These. are the one-dimensional equations of motion of a
mass with constant acceleration F/mover the time period T.
Even when the acceleration is variable with time, the
assunption that the acceleration changes in steps and is held
constant over the duration of each incremental tine stepis
sufficiently accurate for many applications. The inproved
Euler method, Egs. 10-20 and 10-21, was used in Chapter 7
to calculate target notion by using Egs. 7-22 and 7-23 and
is often used in three-degree-of-freedom simulations to
solve the equations of motion of the mssile.

10-4.1.2.1.2 Mdified Euler Method

There are at least two different nunerical integration
methods in the literature referred to as nodified Euler neth-
ods. One nmethod is simlar to the Euler method (subpar.
10-4.1.1.1) except that the modified method attenpts to
average out the truncation error at step n by integrating from
(n-1) to (ntl) at each step; thus it is a multistep nethod. It
can be shown, however, that when this particular nethod is
used in a sinulation of a conponent in a feedback |oop, an
unstable solution always results (Ref. 11); therefore, the
method should not be used for nissile flight simulations.

A nore useful one-step method also identified as the
modified Euler method, begins by using the predictor equa-
tion for only half of a time-step interval and then processes
the second half of the interval by using the corrector equa-
tion. Thus the predicted value of Gis at the mddle of the
integration interval. The predictor and corrector equations
for the modified Euler method are given by

Yoin =Y.+ Gt y)T  (10-22)
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where
G(t,.y,) = vector of functions of 1, and y,,
T = length of computation time step, s
Y,.1 = vector of predicted dependent variables
at midpoint of step n
y, = vector of dependent variables at begin-
ning of step n
and
Yot = %0 + G
Vhen applied to the particular differential equation
described by Eq. 10-4, this nodified Euler method yields

the sane results as the inproved Euler nethod, i.e., Egs.
10-20 and 10-21.

10-4.1.2.2 Miltistep Processes

A k-step difference equation enploys the values of the
dependent variable at the first k preceding steps. For exam
ple, a four-step difference equation-not to be confused with
fourth-order Runge-Kutta-determnes the value of y_ by
using values of vy, V., V., and Y . Because of the need
for multiple preceding values of the dependent variable,
miltistep difference equations are not self-starting, and
some auxiliary method is required to deternmine the preced-
ing values (Ref. 12). Atypical approach is to use a one-step
net hod, such as the Runge-Kutta method to calculate the
first nvalues of the dependent variable and then to switch to
the nultistep nethod.

10-4.1.2.2.1 MIne Method

The MIne method requires nultiple previous val ues of
the dependent variable to solve the difference equations rep-
resenting the differential equations; therefore, it is a milti-
step nethod. The derivation of the MIne nethod is parallel
to that of the inproved Euler nethod, except that the
vel | -known trapezoidal rule is used in the inproved Euler
nethod, whereas the Sinpson rule, instead of the trapezoi-
dal rule, is used in the MlIne nethod (Ref. 12).

The predictor equation for the Mine nethod is (Ref. 15)

Yn+l =Y¥Yn3t [2G(tm Yn) - G(in-l’ yn—l)

+2G (tn- ’ Yn—?.)]g ?
and the Mlne corrector equation is

(10-24)

Yn+l =Y¥na t [G(tm-h Yn+l) + 4G(tm Yn)

+ Gty Y, T (10-25)

These equations use four previously calculated values of
the dependent variable to find the succeeding val ue. Cther
forms of the MIne method are possible. For exanple, see
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Ref. 11 for Mlne equations that use only two previously
cal culated values of the dependent variable and Ref. 15 for
MIne equations that use six previous values of the depen-
dent variable. Ref. 15 also gives special Mlne equations
that are applicable to second- and third-order differential
equat i ons.

Since the Mine nethod is a multistep process requiring
previous values of the dependent variable, it is not self-start-
ing, A one-step method, such as the Euler method, the
improved Euler method, or the Runge-Kutta method, is
required to calculate the values of the dependent variables
for the first few conputation steps.

Although it is not as popular as the Adans methods for
application to mssile flight similations, the MIne nethod
gives a perspective of the relationships anong the various
numerical integration nethods. Cther predictor-corrector
nethods differ from the inproved Euler method and the
MlIne method only with respect to the polynomal interpo-
lation equations fromwhich the predictor and corrector
equations are derived.

10-4.1.2.2.2 Adanms Methods

The Adans- Bashforth equations are a family of methods
often used as predictors. A commonly used predictor equa-
tion is the fourth-order Adanms-Bashforth equation, which is
given by

Yo =Yat 2%(55(;;; -59G,; + 37G,,-9G,3)
(10-26)

where
G, = G(tp yn)
G,y = G(ty_ 1y Yp1)s ete
T = length of computation step, s

Y,.; = vector of predicted dependent variables at
beginning of step (n+1)
yn = vector of dependent variables at beginning of
step n.

This equation is nost frequently used in conjunction with
the Adans-Moulton corrector equation, which is given by

Yne1 = Yn + ﬁ (9Gn+l + 19Gn - SGn—l + Gn-z)

(10-27)
where the function G now depends on the predicted variable
Y, i.e., G=(t, Y), G, = t,,, Y,.), etc.

In simlations that require real-tine operations, conputa-
tion time is typically reduced by using the second-order
Adans-Bashforth predictor in place of the fourth-order
Adans-Bashforth predictor given in Eq. 10-26. This method
is known as AB2; it is just a predictor nethod, i.e., a correc-
tor is not used. The second-order Adans-Bashforth equation
is

Vo1 =Y, + 05T (3G, -G, ;). (10-28)
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The Adanms equations are nore accurate than the Euler
equations and are comparable in accuracy to the
Runge-Kutta method but require about half as much conpu-
tation (Ref. 10). In predictor-corrector nethods the differ-
ence between the predicted and corrected values is one
measure of the error being made at each conputation step
and therefore can be used to control the step size enployed
at the integration (Ref. 16). Predictor-corrector methods,
however, are not self-starting, and unlike the Runge-Kutta
method, they cannot be easily used alone with a variable
time step. These difficulties frequently are alleviated in
practice by using the Runge-Kutta method to obtain the
starting values and also to conpute the solution for the first
few conputation steps after the step size has been changed
or after a discontinuity has been encountered.

Another difficulty with predictor-corrector nethods is
that, in some cases, they are subject to certain types of insta-
bilities that do not occur when the Runge-Kutta method is
used. Numerical instability in a simlation usually is con-
sidered to be the unbounded conpounding of numerical
error that results fromeither a truncation or rounding error
or a conbination of the two. (ne approach to resolving a
truncation error is to reduce the step size of the sinulation
until the numerical integration process is stable and then test
the process to determne whether at the small step size a
rounding error introduces a significant error in the sinula-
tion. e particular type of instability manifests itself first
by creating an error that is larger than expected and then b |
increasing this error even more when an attenpt is made
reduce it by decreasing the step size. A more detailed dis-
cussion of this instability is given in Ref. 17.

The tendency of multistep methods to become numeri-
cally unstable under certain conditions can lead to disas-
trous results; therefore, these methods should not be used
indiscrimnately (Ref. 10). In many applications involving
conplicated equations, however, the predictor-corrector
methods can result in a considerable savings of conputer
time over the Runge-Kutta method (Ref. 12). Another
important advantage of multistep methods is that with little
additional computation they provide automatic monitoring
of the accuracy, which can be used as a basis for deciding
whether the step size is too small, too large, or about right
(Ref. 10).

A nunber of special forms of various numerical integra-
tion nethods are available. for specific use with higher order
differential equations. For general-purpose computing these
special nethods are not very useful for solving differential
equations; however, for the special cases in which they are
applicable, these nethods reduce the number of calculations
required for numerical evaluation (See, for exanple, Refs.
15 and 18.). Ref. 19 contains a discussion of higher order
nethods and variable step size methods that attenpt to
select an optimm integration step,
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10-4.1.3 Mdern Nunerical Integration Methods

The dynamical system problems presently heing faced
are forcing classical numerical methods to their linits and
leading to numerical instabilities of such drastic extent that
very small step sizes are required to stabilize digital simla-
tions. This leads to costly simlation at best and inaccurate
similation at worst-due to the propagation of rounding
errors.

Adigital sinulationis, initself, a discrete dynanic sys-
tem It can be filtered, tuned, stabilized, controlled, ana-
lyzed, and synthesized in the same manner as any discrete
system This viewpoint broadens the scope of nunerical
methods and mathematical modeling techniques applicable
to similation. This applies not only to the classically devel-
oped methods previously discussed but to all of those devel-
oped from the viewpoints of sanpled-data theory and
discrete system theory. This broadening of applicability has
led to the devel opment of new sinulation methods that have
no classical counterparts (Ref. 15).

Mbdern nunerical nethods that sinmulate the motion of
continuous systems accurately and efficiently in both the
time and frequency dommins date back only to 1959, and
most of the methods for simulating nonlinear processes
were devel oped in the early and mid 1970s (Ref. 15).

(ne type of modem numerical integrator is based on
matching the roots of the difference equation to the roots of
the differential equation it simulates. Since the dynamcs of
a continuous system are conpletely characterized by its
roots and final value, it is appropriate to make the roots and
final value of the simulating difference equations match
those of the systembeing sinulated. If a systemof differ-
ence equations is synthesized having poles, zeros, and final
value that match those of the continuous systemthese equa-
tions will accurately similate the continuous system Differ-
ence equations generated in this manner are intruinsically
stable if the systemthey are simlating is stable regardless
of the step size.

Another type of modern nunerical integrator is based on
tunable digital filters whose phase and anplitude chacter-
istics can be varied to control integration error. Turnability in
both the time domain and frequency domain has no counter-
part in classical numerical integration. These nunerical
integrators, however, reduce to certain classical integration
equations when phase-shift errors are introduced. This |eads
to an interesting corollary that large classes of classical
nunerical integrators arc actually the same integrator, dif-
fering only by the amount of integrand phase shift (Ref. 15).

Significant advances in techniques for evaluating nonlin-
ear equations of motion have been devel oped recently, by
using piecewise linear difference equations in which the
Jacobian of the differential equation plays a key role (Ref.
15). If the simulation involves many state vectors, however,
a myjor difficulty can arise because these techniques require
the inversion of a Jacobian matrix at each computational
time step.
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The details of these methods are too extensive to be
included in this handbook; however, a conplete discussion
of a nunber of methods of synthesizing and applying mod-
em nunerical integration techniques is given in Ref. 15. See
al so Refs. 20 through 23 for discussions of the application
of numerical methods to state-space equations. Although
future surface-to-air missile sinulations will include appli-
cations of these nodern methods, there is no universal
nethod that solves every problem Wen choosing a
method or methods, the user nmust evaluate the advantages
and disadvantages of the different methods in terms of their
application to the particular problem (Ref. 15).

10-4.1.4 Applications

Mssile flight simulations require the sinultaneous solu-
tion of several differential equations at each time step. For
exanple, in a six-degree-of-freedom sinulation, the equa-
tions of missile motion forma set of six differential equa-
tions (Egs,4-37 and 4-46) containing many cross
connections among them Integration of these six equations
yields the velocity components of the nissile. A second
integration of each equation is required to solve for the dis-
placement conponents; thus the number of equations to be
solved doubles. The cross couplings anong all of' these
equations are handled by applying the numerical integration
procedures to the separate equations in parallel. That is, the
first iteration of a numerical procedure is applied to all of
the differential equations, the next iteration is applied to all
of the equations, and so on, until all of the iterations for a
given conputational time step are conpl eted.

The particular numerical method to enploy in a given
simlation depends largely on the requirements for accuracy
and conputation speed. Different methods in a given appli-
cation behave differently. The numerical analyst nust be
constantly alert to indications that a nunerical integration
algorithmis not functioning properly (Ref. 10). The most
useful conparison of the various methods of numerical inte-
gration is based on their performance, on an experinental
basis, in the actual sinulation being considered (Ref. 11).

Present general practice is to use a sinple, straightfor-
ward, fast-running nethod, such as the inproved or modi-
fied Euler methods for applications that do not require great
accuracy. Many simulations for general systems studies of
proposed or hypothetical missiles or of foreign nissiles
based on uncertain intelligence data often fall in this cate-
gory because the uncertainties in the input parameters that
describe the nissile make great conputational accuracy
unwarranted. Also the niss distance calculated by a simla-
tion of a guided nissile is likely to be affected only insignif-
icantly by small errors introduced through numerical
integration methods. The reason for this |ow sensitivity to
errors induced by the numerical integration method is that
the sinulated closed-1oop gui dance system generates con-
trol commands based on the sumof the simulated missile
heading error plus any heading errors induced by conputa-
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tional errors. Thus the effect of conputational errors on
mss distance is reduced because the simulated missile
attenpts to “steer out” the conputationally induced errors
as well as the simulated heading errors.

The Runge-Kutta nethod often is enployed in sinula-
tions that require computational accuracy but do not require
great computational speed. Athough speed of computation
is almost always desirable, it is often sacrificed for program
mng ease and the fewer computational stability problens
of the Runge-Kutta method.

Applications that require both accuracy and conputa-
tional speed generally use a predictor-corrector method,
such as the Adams equations. Attention nust be given to
ensure that the numerical method is stable and that the fre-
quency response of the method adequately represents that of
the actual dynanic system being modeled. A self-starting
method, such as Runge-Kutta is enployed to start the cal-
culation for these multistep methods and to restart the cal cu-
lation when discontinuities are encountered.

At present the trend is toward all-digital simulation, even
for applications that are required to runin real time It can
be expected that the high-fidelity, fast computational speed,
and lack of conputational stability problems of some of the
nmodem nunerical integration methods will permit the
methods to be used to simulate many or all of the nissile
functions presently performed by anal og simulations. For
exanple, IBMclaims that difference equations derived by a
new method that they have developed can be used to sinmu-
late linear or nonlinear, continuous or sanpled-data control
systems (Ref. 24). They suggest that the accuracy of very
hi gh-speed difference equation techniques can surpass
mich of the analog sinulation work.

10-4.2 DI G TAL SOLUTI ON OF TRANSFER
FUNCTI ONS

A transfer function corresponds to a linear differential
equation with constant coefficients; therefore, any method
of nunerically integrating differential equations can be used
to evaluate transfer functions. For exanple, the
Runge-Kutta method often is used in similations to solve
transfer function equations. However, hbecause of the Iinear,
time-invariant properties of transfer functions, special tech-
niques can be used for their solution, and in general, no
exploitation of these properties is possible with the general
numerical integration methods. A nunber of special tech-
niques for digital solution of transfer functions have been
devel oped. The more inportant of these methods are
ascribed to Blum Boxer-Thaler, Tustin, and Md-
wed-Truxal . The Tustin method of evaluating transfer func-
tions is. one of the sinplest to apply once a necessary set of
constants has been deternined and was judged “probably
the best, overall” by one investigator (Ref. 14).
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10-4.2.1 The Tustin Method

Digital similation of continuous systems at discrete tine
intervals falls within the general class of sampled data sys-
tems. A formof transformation calculus known as z-trans-
form theory was devel oped specifically for treating
sanpled data systems (Ref. 25). The substitution method
used to simulate transfer functions derives difference equa-
tions by substituting a z-transform function for the s*in the
Lapl ace transfer function of the system to be simlated and
inverting the resulting z-domain transfer function, i.e., find-
ing the inverse z-transformation, into a difference equation.
The wel | -known Tustin nethod is based on such a z-trans-
form substitution. This method leads to relatively stable,
although not necessarily highly accurate, difference equa-
tions for similating the transfer functions of continuous
processes (Ref. 15).

The z-transformvariable z is related to the Laplace trans-
form variables by the identity

z=e (10-29)
where

s = Laplace wransform variable

T = sampling interval, s

z = z-transform variable.

-sT

In nearly all practical applications, the inverse of z, i.e., e

is most useful; therefore, the operator Ais defined as

A=eT =71, (10-30)

The Tustin method enploys z-transforms to define a recur-
sion difference equation that is used to solve a transfer func-
tion. In this method a transfer function Gs) is transformed
to QA by making the substitution

:

h)

— A
=2 (10-31)

~in

(

[y

Y-
The resulting function G (D)s simplified to the form

Gg+a,A+a, A’ + - +a A"
1-b,A-b,A*— ...~ b A"

G(A) = (10-32)

where
a;and b; = constants that depend on the particular
transfer function being modeled.

The corresponding recursion equation

Yn=0apX, + a1X,_ |+ -+ ap X,

+b1Yy1 + by g+ bmYn—m (10-33)
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where
x = x () = time-domain input of the linear system
y = y (#) = time-domain output of the linear sys-
tem.

The recursion equation is used in a sinlation at each com
putation step n to find the output y resulting fromthe input

X.
As an exanple, consider the transfer function given in
Eq. 8-29.

YO o G5y = — 8-29
= s -
x(s) (5) 1+1s ( )
where
G(s) = wansfer function
s = Laplace transform variable
x(s) = Laplace transform of input

y(s) = Laplace transform of output
1 = system time constant, s.

To solve the transfer function of Eq. 8-29 by the Tustin
method, the constants aand b in Eg. 10-33 nust be deter-
mned. First, substitute Eg. 10-31 into Eg. 8-29 and arrange
the resulting equation in the formof Eq. 10-32, giving

T I
2t |, 2t A
I+§7-% +§»
G(a) = .(10-34)
1-L
1+2

By inspection of Eg.

[0-34, the constants in Eq. 10-33 are
deternined to be

e I -L
a, = 2‘tT La,= 2°tT b, i
145 1+m 1""",;
\ LTy LY Y
(10-35)

As an exanpl e, suppose that the time constant t is given
as 0.5's, and the sinulation time step T has been chosen as
0.1s. Acomon rule of thumb for applying nunerica
methods is that the conputational time step should be no
greater than about one-tenth the systemtime constant. Here
We use a time step only one-fifth the time constant in order
to evaluate the nethod under |ess than ideal conditions
Evaluating Egs. 10-35 and substituting into Eq. 10-33 yields

the Tustin recursion equation for evaluating the transfer
function of Eq. 8-29 for given t and T

y, = 0.090909x, + 0.090909x,,_; + 0.8181818y,_;
(10-36)

Fig. 10-2(A) shows the response of the transfer function to a
step input command applied at time zero. Each plotted point
was cal cul ated in sequence using Eg. 10-36.
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Since the particular transfer function of Eq. 8-29 is a rela-
tively simple one, it can be solved exactly by analytical
methods when the input commands are sinple. The exact
solution can then be used as a reference for measuring the
accuracy of nunerical methods used to solve that particular
transfer function. When the input is a unit step, the exact
solution of the transfer function of Eq. 8-29 is given by

y(t)=1 — exp(-t/1) (10-37)
where
t = time since application of the step command, s
y(2) = time-domain output of a linear system
T = system time constant, s.

Conparison of the numerical solution with the exact solu-
tion in Fig. 102(A) shows excellent agreement. Even when
the time step is increased to be equal to the systemtine con-
stant-and this increase often produces extrenely errone-
ous results in numerical nethods, the Tustin method
performs remarkably well for this exanple as shown in Fig.
10-2(B).

In any nunmerical method, the sinulation developer must
deternine the actual tining of the sequence of solution val-
ues in order to conpare themwith a true continuous-tinme
check case. Engineers and programers often overlook this
problem of tinming and try to conpare continuous and dis-
crete computing processes at tine nT instead of recognizing
that numerical integration is an approximtion process (Ref.
15), and adjustments in the timing sequence may be neces-
sary because of the discrete nature of the time sanples.

For example, in the digital application of the unit step
function, the unit step command is represented digitally by
the sequence ..0,0,1,1,1, . . . . The step command clearly orig-
inates during the interval of time between the last "0" and
the first “I" but exactly where within that interval is uncer-
tain. e reasonable assunption would be that the step orig-
inates at the instant of time corresponding to the first “1";
however, to obtain the results shown in Fig. 10-2 by using
the Tustin method, an assunption is required that the step
originated halfway hetween the last "0" and the first "1". In
this case time t is calculated by

t=nT-17/2,s (10-38)
where
n = index for identifying a particular time step,
dimensigqnless
T = length of computation time step, s
t = independent variable, s.

*Final Value Theorem (Ref. 10): If f(t) is z-transformable, Zf(t) = F(2)

limﬂr):limﬂn'l‘):lim{ Z.._—; 1F(z) }

=00 p—yeo z—1
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Refs. 14 and 15 contain discussions of zero-order and
first-order hold functions designed to inprove the tining
representation of digital data that simulate continuous sys-

tems and that are enployed in hybrid simlations to convert
digital data to analog signals.

10-4.2.2 Root-Mtching Method

As discussed in subpar. 10-4.1.2, root-matching methods
are employed to forma difference equation with the same
dynani ¢ characteristics as the differential equation that
describes the continuous system being simulated. This
objective is achieved by a difference equation that (Ref. 15)

1. Has poles and zeros that match those of the differ-
ential equation

2. Has a final value that matches the final value of the
differential equation

3. I's phase adjusted to best match the response of the
discrete system with the response of the continuous system

To develop a root-matching difference equation for a
transfer function, follow the algorithm

1. Deternine the Laplace transformof the transfer
function.

2. Map the s-plane poles and zeros into the z-plane hy
using the relationship

Zpole = €XP (Spolel )i Zzerp = eXp(SzerpT)-

3. Forma transfer function polynonial in z with the
poles and zeros determined in Step 2.

4, Determine the final values of the unit step response
of the continuous systemand the unit step response of the
discrete system and match the final values by introducing a
constant in the transfer function generated in Step 3.

5 Add additional zeros to the transfer function of the
discrete systemuntil the order of the denominator of the dis-
crete system matches the order of the numerator of the dis-
crete system

6. Inverse z-transformthe z-transfer function devel -
oped in Step 5 to formthe sinulating difference equation.

The root-matching method is applicable only when the
conditions that follow are met. The system ‘nust

1. Be linear

2. Possess a Laplace transformation

3. Be asynptotically stable and satisfy the final value
theorent, and the final value nust be nonzero.

The difference equation generated in this nanner is not
only stable but accurate. That is, the solution to the honoge-
neous difference equation exactly matches the honpge-
neous solution to the differential equation, and the
difference equation will exactly conpute the sequence of
sanpl ed val ues of the homogeneous solution of the continu-

, and if F(z) contains no poles on or outside the unit circle, then
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ous process. It will also exactly conpute the sequence of
solutions of the continuous systemto unit step forcing func-
tions. It follows then that the difference equation can he
used to simulate accurately the response of the continuous
systemto an arbitrary forcing function provided that the
forcing function is sanpled often enough to extract the
hi ghest frequency conponents that are inportant to the sim
ulation (Ref. 15).

Applying the previous steps to the fist-order transfer
function of Eq. 8-29 leads to the root-natched difference
equation

1.0
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Figure 10-3. Response of First-Order Transfer

Function to Step Input Calcul ated by
Root - Mat chi ng Met hod
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Yp = exp(-T/%) y,_1 + [1 — exp(-T/1)] x, (10-39)

Fig. 10-3(A) compares the results of Eg. 10-39 for a unit
step input to the exact results calculated by Eg. 10-37. The
conditions are the same as those for Fig. 10-2(A). That is,
the system time constant t= 0.5 s, and the computational
step size T =0.1s. The mtch is perfect; the root-natching
method gives results identical to the exact solution. In fact,
the match is perfect no matter how large the step size is; for
exanple, Fig. 10-3(B) shows a perfect match when the step
size is equal to the systemtime constant. Furthermore, no
shift inthe time scale is necessary for Fig. 10-3, i.e., timeis
Calculated as t = nT,

Another important exanple of the root-matching method
is the solution of transfer functions for second-order sys-
tems. The transfer function of a second-order systemis
given by
co2

n

y(s) _
x(s) &4 2Lo,s + o,

(10-40)

where
s = Laplace transform variable
x(s) = Laplace transform of input
y(s) = Laplace transform of output
{ = damping ratio, dimensionless
@, = undamped natural frequency of system, rad/s.

If the six steps outlined previously are followed, the
root-mtched difference equation for digital solution of the
second-order transfer function is deternined to be (Ref. 15)

Yn=Ay, 1 -By,o+(1-A+B)x, (10-41)

where
A = 2exp(-L©@ 1) cos(mn'r,/l - §2]
B = exp(-Lw,T).

Since root-matched difference equations are stable-pro-
vided the systemthey are sinulating i s stable-no matter
what the step size, numerical-method stability consider-
ations need not be considered in the selection of a step size
for a sinulation that enploys the root-matching method.
The primary criterion that remains for selecting the step size
is to ensure that the sinulated systemresponds properly to
the highest frequency of interest within the objectives of the
simulation. Shannon's theorem states that if a continuous
function f(t) is band limited at wH, i.e., has no frequency
components higher than w, the ninimm sanpling rate
that completely deternines the function f(t) is 2w samples
per second (Refs. 15 and 26). If the function is sanpled at a
rate |/T less than 2w, a phenomenon called “aliasing”, O
“frequency fol doack”, occurs in which the high-frequency
conponents of the continuous-function spectrum are erro-
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neously fol ded back and appear, along with the lowfre-
quency components, within the band O - 1/(2T) Hzof the
discrete-function spectrum

Since most functions encountered in simulations are not
band linited, i.e., there are no bounds on the highest fre-
quency they may contain, the mininumrate at which func-
tions should he sanpled is 5 to 10 times the highest
frequency of interest (Ref. 15).

For exanple, in simulating a second-order system it
seems prudent to set the step size small enough to excite the
resonant frequency of the system The danped natural fre-

where
§ = damping ratio, dimensionless
), = damped natural frequency of system, rad/s
®, = undamped natural frequency of system, rad/s.

Adopting the criterion that the sampling rate (near midpoint
of range of minimmrates given in Ref. 15) nust be at |east
seven times the highest frequency of interest, the step size T
that should be selected for this application is

Lo 2n
quency of a second-order systemis given by T< 7S (10-43)
o
2
0, = 0, 1-C, radfs (10-42) Fig. 10-4 shows the solution of a second-order transfer
function for a step input. The plotted points were calculated
by the root-mtching method that enploys Eg. 10-41, and
20
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the continuous curve was cal culated by using the exact
equation for the response of a second-order systemto a step
command (Ref. 27). The exanple case shown is for a sec-
ond-order systemwith an undanped natural frequency w =
20 rad/s and a danping ratio &= 0.5 In Fig. 10-4(A) the
time step T= 0.02s; this gives a sanpling rate of about 16
times the danped natural frequency. At this sampling rate
the root-mtching difference equation gives good results.
Vhen the sanpling rate is reduced to about six times the
danped natural frequency, the aliasing effect begins to
introduce errors as shown in Fig. 10-4(B). At a sanpling
rate of only three tines the danped natural frequency, the
aliasing error is pronounced, as shown in Fig. 10-4(C).

To obtain the match between the difference equation
solutions and the exact solution, shown in Fig. 10-4, the
time after initiation of the step input is calculated by t = nT
+(2-1) Tassuring n = 0 at the instant the step is initiated

10-4. 3 SPECI AL I NSTRUCTI ONS FOR HARD.
WARE- | N- THE- LOOP  SI MULATI ONS

Har dware-in-the-loop sinulations require a nunber of
special instructions to ensure proper operation of the hard-
ware conponents and to prevent them from being damaged.
Exanples of these instructions are (Ref. 28)

1. Ensure that the scene is correct, e.g., check the
decoy deploynent times relative to the launch tine,

2. Input the proper motion parameters to the launcher,
including any pointing errors.

3. Allowtine for the power supply to energize.

4. Alow tim for the detector of an IR seeker to cool.

5. Ensure the proper initial automatic gain control
(AGC) setting.

6. Ensure that the gyro is running at the proper speed.

7. Start the simulation a few seconds before seeker

lock-on to prevent the sensor from observing infinite simk-
lated accelerations.

8. Allow sufficient time between sequential runs to
pernit the hardware to cod.

Speci al considerations in the design of hard-
vare-in-the-1oop simlations include

1. The requirenents of real-time execution necessitate
careful allocation of time for the digital calculations.

2. Typically, the sinulation is tested by using mathe-
matical nodels of all conponents to ensure proper red-tine
operation before hardware is substituted in the sinulation
loop (Ref. 29).

3. In a hybrid conputer a nethod may be needed to
compensate for the tine lags associated with anal og-to-digi-
tal and digital-to-anal og conversions (Ref. 30). One method
is linear extrapolation-based on derivatives—nto the next
time frane.

4, To be useful, a similation nust provide flexibility
inits operation and easy access to systemelenents so that
systemparanmeters and their values can be varied and the
phenonena associ ated with guidance and control can be
studi ed

5. The simulation nust pernit a high sanpling rate,
i.e., short time between successive runs, to pernit econoni-
cal use of Monte Carlo methods to account for statistical
variations.
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CHAPTER 11
VERI FI CATI ON' AND VALI DATI ON

This chapter gives an overview of the processes required to ensure that a sinulation represents actual missile
performance to an acceptable level of confidence. Usage of the terms associated with verification and validation
within the sinulation comunity are discussed; and the need to tailor the validation effort to meet sinulation
objectives is enphasized, A range of possible methods of validating sinulations is presented.

11-1 | NTRODUCTI ON

The users of a nissile fright similation must have confi-
dence that the simulation results are meaningful and that the
similation output is representative of actual nissile perfor-
mnce (Ref. 1). It is essential that the models of the nissile
system subsystems, and physical environment have a
demonstrabl e correspondence with the system subsystem
or environnment being nodeled. This confidence is gained
through the processes of verification and validation. Verifi-
cation ensures that the conputer program operates correctly
according to the conceptual model of the nissile system
Validation deternines the extent to which the simulation is
an accurate representation of the real world.

Mst if not all, flight sinulations contain approximations
and consequent|y are not expected to be perfect representa-
tions of the actual missile systemover all flight conditions.
(ne of the objectives of validation is to deternine the flight
conditions for which the simulation does accurately repre-
sent the actual nissile. As discussed in Chapter 3, different
levels of fidelity are required in simulations; the extent and
nature of validation processes are largely deternined hy the
fidelity requirements. In particular, it must be demonstrated
that the nmissile performance functions most critical to the
simlation objectives are sinulated to an acceptable degree
of fidelity. The linits of acceptahility can be relatively wide
for less critical parameters and narrower for more critical
ones (Ref. 1).

Validation is performed by conparing simulation output
with Right-test and laboratory data obtained under similar
flight conditions. Various methods are used to make these
conparisons; they range from visual conmparison of plotted
data overlays to sophisticated statistical and spectral analy-
ses.

Mssile flight simulations are often devel oped progres-
sively as the nmissile systemis developed. As new and hetter
data on the actual system become available, the simulation
nodel is updated, and the validation of the nodel is
extended to include the update.

As discussed in Chapter 3, nodem weapons devel opnent
management and test philosophi es depend heavily on nis-
sile flight similation experiments in lieu of flight testing. As
confidence in the flight simulation of a nissile increases,
dependence on costly and time-consuning flight tests can
be reduced.

11-1

11-2 VERI FI CATI ON

Verification is the process of confirming that the concep-
tual description and specifications of the nodel of a nissile
system and the environment have heen accurately translated
into an operational program and that calculations made with
this programuse the correct input data (Ref. 2). Verification
evaluates the extent to which sound and established soft-
ware engineering techniques’ have been enployed in the
devel opment of the simlation (Ref. 3).

Verification is basically a debugging process to ensure
that logic sequences are operating as intended, that the pro-
gram accurately reflects the model equations, that interfaces
with hardware conponents are handled properly, and that
model ed system and subsystem characteristics are consis-
tent with the conceptual model descriptions and specifica-
ti ons.

Formal verification prograns have three hasic stages:

1. Review of nmodel design requirenents
2. Verification of model inplenentation
3. Periodic calibration and diagnostic maintenance.

During review of the design requirements, checks are
made to see that the mathematical nodel meets the require-
ments agreed upon by the simulation customer and the sim
ulation developer. Verification of the nodel inplementation
ensures that the mathematical model is correctly inple-
mented and, if the model must operate in real time, that real-
time operation is correct, Calibration and diagnostic mainte-
nance are routine tests made daily or weekly during simla-
tion operations to check that the nodels continue to
function properly.

Methods of verification include inspecting the conputer
program and design docunmentation, conmparing with other
similations, testing individual simulation modul es against
known or reasonabl e standards, and ensuring that all Iogic
branches are tested for accuracy. The overall simulationis
verified by denonstrating the correct interfaces among
independently verified component models. If verification
testing reveals that a particular sinulation design objective
is not met, corrective action is taken-correcting program
errors, inproving the model, or relaxing the design specifi-
cation if it is demonstrated to be overly anbitious (Ref. 1).
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11-3 VALI DATI ON

Mbdel validation addresses the issue of how accurately
the model reflects reality. It is the process of confirming that
the similation of the missile system and the environment is
applicable to its intended use by demonstrating an accept-
abl e correspondence between the conputational results of
the model and data obtained from tests of the actual system
(Ref. 4) or other reliable sources. Validation methods
include expert consensus, conmparison with historical
results, comparison with test data, peer review and indepen-
dent review (Ref. 3). VWhen available, the most reliable
method of validation is conparison of sinulation predic-
tions with actual observed characteristics of the missile sys-
tem which are normally obtained through fright tests and
l'aboratory tests as required or available (Ref. 1). Sinulation
validity inplies that a set of input conditions to the nodel
will produce outputs that agree within defined linits with
those produced by the actual mssile systemwhen it is
exposed to the same conditions.

Philosophies of validation concepts from the points of
view of the pure rationalist, enpiricist, and absolute prag-
matist are discussed in Ref. 5 Arguments and controversy
anong the points of view are usually over matters of
emphasi s and degree, and nost experinenters incorporate
ideas fromall three points of viewinto what might be called
a utilitarian approach as described in the paragraphs that
foll ow

Additinnal Qimulatian Racul
AGGIICNAI SITIGAUCT: MSSUNS
(New Scenarios)
T
L e
Model improvements \ L

{Reaiism, Definition of Limits) q

11-3.1 LEVELS OF CONFI DENCE

Verification and validation can be viewed as building a
pyranid of confidence in the predictions made by a simla-
tion as illustrated in Fig. 11-1 (Ref. 6€). As new scenarios are
introduced, sensitivity analyses perforned, nodels
improved, and simulation predictions validated with flight-
test data and other independent anal yses, the know edge
base of the pyramid is broadened, and higher levels of confi-
dence are reached over a period of time. In general, the cost
and effort required to validate a sinulation depend on its
conplexity and the level of confidence required. A simla-
tion that is validated only to the level required by the spe-
cific application is a tool that provides design and
managenent data at each level of nissile system devel op-
ment at nininum cost.

The concept of validity is one of degree; it is not a hinary
decision variable. Tests with ever increasing |evels of
sophi stication and expense can he devised which will
inprove model credibility (Ref. 5); however, a point is
reached at which these increased efforts have dininishing
returns, as illustrated conceptually in Fig. 11-2. Total confi-
dence can never he achieved because not all possible sce-
narios and contingencies can be explored in validation
testing. There will always be uncertainties, such as
unknown sensor bias and errors in measured flight-test&@
that can never be resolved conpletely; therefore, simulation
data will never match flight-test data precisely. Seldom if
ever, will validation result in proof that a simlation is a
totally correct or true model of the real process (Ref. 7), but
an iterative validation program carried out over a period of
time reduces risk and uncertainty to an acceptable |evel
(Ref. 6).

New Flight-Test Results
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Figure 11-1. Validation—Building a Pyramid of Confidence (Ref. 6)
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of Simulation Model

Value Derived from Employment

Cost of Validation

_Benefit of Mods!_
Cost

Validity (Credibility) Level of Simulation Model

Figure 11-2. Effect of Mdel Validity Level on Benefit-to-Cost Ratio

11-3.2 COWPARI SON W TH TEST RESULTS

The paraneters to be conpared depend on the purpose
and obj ectives of the simlation, but in general, they include
paraneters that will reveal the validity of the

1. Simlated thrust and aerodynanics

2. Dynanic response characteristics of the sinulated
control system and airframe

3. Sinulated mechanization of the quidance system

4. Simulated seeker performnce.
Exanpl es of paraneters that can be conpared to reveal the
adequacy of a sinulation are kinematic boundary, acquisi-
tion boundary, flight path history, velocity history, response
to maneuver commands, lateral accelerations, roll rate, con-
trol-surface position, system gain, natural frequency, static
gain, achieved navigation ratio, signal processing, auto-
matic gain control, seeker tracking rate, control servo
responses, niss distance, etc. Mich insight into the overall
validity of a nmissile fright sinulation can be gained sinply
by comparing fin deflection commands because essentially
they reflect the responses of all other missile functions (Ref.
1).

Many techniques are available to analyze the perfor-
mance of a sinulation relative to nissile flight-test data.
The techniques range fromvery sophisticated statistical
analyses to sinple nonstatistical visual conparisons of plot-
ted simlation and fright-test output data. Each technique is
discussed in the paragraphs that follow.

11-3

11-3.2.1 Statistical Methods

Many of the parameters enployed in a validation process
vary with tinme throughout the flight and, therefore, are
expressed as functions of time, i.e., they are expressed as
mathematical time series. Differences in phase angle, gain,
and frequency of oscillation usually have specific meaning
to the missile designer, who would like to know whether
such differences are present (Ref. 8). Statistical procedures
used to conpare phase differences, gain differences, and
frequency differences are presented in Ref. 9. The use of
spectral analysis to conpare sinulated parameters
expressed as time series with flight-test paraneters
expressed as time series is described in Ref. 8. The nethod
is illustrated by several numerical exanples in which con-
trol-surface command data generated by simulations and by
flight tests are conpared and eval uated, and confidence
intends are constructed. In Ref. 10 the nodel is extended
to cross-spectral analysis, and additional illustrations of the
application of these methods are given.

Statistical techniques available for testing the “goodness
of fit" of sinulation model data include analysis of variance,
chi-square test factor analysis, Kol mogorov-Smirnov tests,
nonparametric tests, regression analysis, and spectral analy-
sis (Ref. 11). Discussions of these methods are given in
Refs. 12 through 15.

Frequently, conparison of simulated results with test
results is hanpered by a paucity of test results in conpari-
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son" with an abundance of sinulation results. A technique
for quantitative evaluation of the degree to which the nodel
of the system predicts the performance of the red systemis
called Bayesian Updating, in which test data can be exam
ined in terms of the probabilities they derive fromone of
several hypothesi zed model fornulations. As nore test data
becone available, the probability distribution that repre-
sents the best estimate of real system performnce is
updated by using a specific procedure. In the Bayesian
Updating process, the probability of correct choice anong
the alternative hypothesized assunptions is increased as
nore and higher quality test data become available. The
procedure does as much as is possible, consistent with the
available data it is quantitative and permts sensitivity anal-
ysis with respect to the assunptions (Ref. 1).

11-3.2.2 Nonstatistical Methods

When the evidence is of such a nature that objective vali-
dation techniques (also called, formal techniques) are not
applicable or are difficult to apply, subjective (informl)
validating procedures-which are generally nonstatistical —
can be used.

The nost comon nonstatistical nmethod of conparison
istoplot as time series the parameters froma simulation run
and a corresponding flight test and to, overlay the plots. The
analyst determines subjectively (or with sinple quantitative
measures) whether the outputs from the simulation agree
acceptably with the flight-test results. The difficulties with
this approach are that it does not quantify the risk associated
with the design and that different analysts may arrive at dif-
ferent conclusions.

Another nonstatistical procedure is Theil's inequality
coefficient. Although this procedure is more quantitative
than the visual conparison method, there is no sinple distri-
bution theory for Theil’s inequality coefficient, and so no
statistical statements can be made about a time series (Ref.
8). Theil's inequality coefficient method is described in Ref.
16, and exanples of application of the method are given in
Ref. 4. Ref. 17 suggests an extension of Theil's inequality
coefficient method that combines the comparisons of a num
ber of different functions by enploying weighting factors
that’ describe the inportance, of each function in the
intended application of the sinulation and thus gives a sin-
gle nunber to describe the overall conparison of all the
tine series tested.

11-3.2.3 Mdel Calibration

When a similation is first run for conditions that dupli-
cate those of a particular flight test, the simlated results
my not match the flight-test results with acceptable fidelity.
These observations of minor differences between actual and
predicted characteristics indicate that the nodel needs fur-
ther refinenent. Such refinement may be as sinple as
adjustment (calibration) of parameters to cause the sinmu-
lated flight to match the actual flight. Any parameter adjust-

11-4

ments nust of course be reasonable and consistent with all
available information on the missile system Ref. 18
describes a method of extracting aerodynanic parameters
from flight-test data to refine the aerodynanics paraneters
of the model. (See subpar. 5-4.3.)

11-3.2.4 Neighborhood of Validity

Flight tests are characterized by a set of flight conditions,
such as type of target, altitude, range, type of maneuver, and
environmental factors. Since approximations enployed in
similations my be good approximtions under some flight
conditions and poor approxi mations under others, a neces-
sary element of validation is to define those conditions
under which the simulation nodel meets its objectives. The
set of conditions under which the simulation neets its
objectives is called the neighborhood of validity of the sim
ulation Wthin the neighborhood of validity, sinulation
may be substituted for flight testing. When a region of flight
conditions is simulated in which neither flight tests nor Iab-
oratory tests exist as a basis of conparison or in which these
test results differ significantly fromthe results of the simila-
tion, the simulated flight is outside the neighborhood of
validity of the simulation model, and the simulation results
cannot he used with high confidence. If the questionable
region of flight conditions is inportant, further fright testing
inthis region my be justified if it is feasible, or additional
laboratory tests and analyses may be required to inprove
confidence in the similation.

11-3.3 SCENE VALI DATI ON

Validation of environmental models (scenes) can involve
both direct measurements of the sinulated environnent and
indirect neasurements of the effect of the environment on a
test seeker that incorporates target detection, discrinination,
and location logic. Atest seeker used to validate a scene can
be of generic design or a version of the seeker under eval ua-
tion. Data on the adequacy of previously devel oped and
tested models are also valuable for determining the ade-
quacy of a new environnental model. Thus a number of
data acquisition and analysis activities can generate data for
the validation of the environmental model (Ref. 1).

11-4 ACCREDI TATI ON

Accreditation is the acceptance by the simulation cus-
tomer (or his delegates) that the verification and validation
processes provide sufficient evidence that the conputer
model is adequate for the purpose for which it is intended. It
i's based on experience and expert judgment at a manage-
ment |evel of responsibility (Ref. 3). Depending on the
requirements of the application sponsor, accreditation can
be as sinple and informal as a verbal briefing to (and accep-
tance by) the sinulation customer describing the verifica-
tion and validation procedures that have been performed, or
it can be as conplete and formal as a fully documented writ-
ten description of these procedures with evaluation of verifi-
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cation and validation evidence by a specially appointed
accreditation working group.

11-5 SELECTI ON OF METHODS

The selection of verification and validation methods
shoul d be considered carefully; no one nethod is best. Deci-
sions on the nethods and data that are actually specified for
validating a simulation are based on balancing the cost of
testing against the cost of an incorrect inference if the sim-
lationis wong (Ref. 7). Such decisions depend on what can
be acconplished within reasonable tine, cost, and technical
feasibility constraints. In nany cases relatively sinple vali-
dation procedures suffice.

[t is the joint responsibility of the customer, or user, and
the similation devel oper during the coordinating and plan-
ning stage of sinulation developnent to agree not only on
the nodel specifications that satisfy the customer's test
objectives and that can be inplemented in the sinmulation
(Ref. 1) but also on the methods and data to be employed in
verification and validation. A simple declaration that a sim
ulation nust be verified and validated is insufficient. Often,
users of simulation results are not fully aware of the inpli-
cations of the various inperfections and approxinations in
the similations, and as a result, decisions are made hased on
similated results that are outside the range of validity of the
simiation. Therefore, it is inportant that as much detail as
possibl e be discussed and agreed upon early in simulation
planning concerning the levels of verification and validation
to be perforned.
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CHAPTER 12
S| MULATI ON SYNTHESI S

Equations and procedures for modeling the various subsystems of mssile flight have been presented in previous
This chapter enploys an exanple to illustrate how the level of detail in a sinulation is selected to satisfy

chapters.

simulation objectives,

nodel s.

12-0 LIST OF SYMBOLS

= commanded-lateral-acceleration vector, m/s®

aerodynamic axial force, N

= i-component of A, expressed in body co-

ordinate system, m/s?

J-component of A, expressed in bedy co-
ordinate system, m/s?
k-component of A, expressed in body co-

ardinate cuetam mie
Viliiiaie Sy Swvildy i S

actuator piston area, m?
aerodynamic drag coefficient, dimensioniess

= zero-lift drag coefficient, dimensionless

L]

partial derivative of fin moment coeﬂicxent

with respect to fin angle of attack, rad™!

aerodynamic lift coefficient, dirnensionless

slope of curve formed by lift ?oefﬁcient C
attanls v md‘

~nf
VeIsus ﬂ.ﬂ&lﬁ 01 attack Uy 1A

nitchine mamant cnaffiriant ahnant center of
Pl‘vm‘ls ARRWVIAIWIEL WAV WAIIWIWILL SIS VWL W Wz

mass, dimensionless

pitch dampmg denvanve relative to pitch
rate g, rad™! (deg™ h

aerodynamic pitch moment coefficient
with mspect to reference moment station,

onnenswmess

pitch moment derivative relative to angle of
attack /slope of curve formed by C,, versus o),
rad! (deg-‘)

pitch damping derivative relative to angle-of-
attack rate ¢, rad~! (deg™)

pitch moment derivative relative to control-
surface defiection (slope of Cp, versus §,
curve) Js rad” -1 (deg'l)

aarndunamin rnafficient carrecnnnding tn the
mlw: SAGLARW WV WALIWAWILL vvllva}’vllwl.& W BREe

component of normal force on the y-axis,
dimensionless
aerodynamic coefficient corresponding to the

component of normal force on the z;-axis,
dimensionliess

12-1

Cn

and to show how to synthesize a conplete flight sinmulation by combining the subsystem

= yawing moment coefficient about center of

mass, dimensionless

yaw .d?‘E“P,‘,‘,‘fe’ coefficient relative to yaw rate r,
rad " {(deg )

aerodynamic yaw moment coefficient with
mepnr-r to raference moment ¢ uah(\n dimen-

less

yaw moment derivative relative to angle of
sideslip (slope of C,, versus B curve), rad™!
(deg™)

yaw damping derivative relative to angle-of-
sideslip rate B, rad™! (deg™)

wnir tnamant darmuvativa salative tn cantenall

yﬂ“ RIVIIIGAIL ULLIVAU YL IVIAGU Y U VLU UL™
surface deflection angle (slope of C,, versus
8, curve), rad™! (de gl

cos @

cos ¥

= aerodynamic drag force, N
= aerodynamic reference length, m

aerodynamic reference length of control sur-
face (fin), m
ﬂag used to control equations to be evaluated

x; -comnanent of asrodvmamic-force in bodv

-n-b WU/ VIAWARY VA SewA VL y MAGAAliY AVAWY AL ey

coordinate system, N

yp-component of aerodynamic force in body
coordinate system, N

z;-component of acrodynamic force in body
coordinate system, N

i-component of gravitational force on the
missile in body coordinate system, N

—rnmranant Af eravitatinnal farma Aan the
J Uulu}l\lllvllt WA éla‘lwuvllm AVIWWw VAL Bilw

missile in body coordinate system, N
k-component of gravitational force on the
missile in body coordinate system, N
i-component of gravitational force on the
missile in earth coordinate system, N
J-component of gravitational force on the
missile in earth coordinate system, N
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. k-component of gravitational force on the
missile in earth coordinate system, N

- magnitude of thrust force, N

= magnitude of reference-thrust force, N

i-component of thrust force vector in body
coordinate system, N

Jj-component of thrust force vector in body
coordinate system, N

k-component of thrust force vector in body
coordinate system, N

gain factor relating angle of attack of control
surface to acceleration command per unit
dynamic pressure parameter, (rad-Pa)/(m/s)>
gain factor relating actuator piston pressure to
acceleration command, Pa/(mlsz)

system gain as a function of Mach number and
altitude, m/s

acceleration due to gravity, m/s?

= Az, factor for use in Runge-Kutta Subroutine

RK4

H/2, factor for use in Runge-Kutta Subroutine
RK4

H/6, factor for use in Runge-Kutta Subroutine
RK4

= altitude of missile above sea level, m
= instantaneous moment of inertia about y- and

z-axes (pitch and yaw), kg-m?
moment of inertia about y- and z-axes at burn-
out, kg-m2

= specific impulse, N-s/kg
= moment of inertia about y- and z-axes at

launch, kg-m?
constant used to calculate induced drag
coefficient, dimensionless

= aerodynamic lift force, N

bell crank lever arm, m

= logical flag to indicate gimbal angle has

exceeded its limit, dimensionless

miss distance vector in earth coordinate sys-
tem, m

acrodynamic moment in pitch plane, N-m
aerodynamic moment on control surface about
hinge line, N-m

hinge moment applied to control surface by
actuator, N-m

Mach number, dimensionless

instantaneous missile mass, kg

= missile mass at burnout, kg

missile mass at launch, kg

12-2

N
Ny
NR

P,q»r

Pa
Pact
Pacty
Pacry
Pref

RFLAG

s6
sy

aerodynamic normal force, N

= aerodynamic moment in yaw plane, N-m
= nominal navigation ratio, dimensionless

position vector of missile in earth coordinate
system, m

position vector of target in earth coordinate
system, m

i-component of missile position vector Py, in
earth coordinate system, m

J-component of missile position vector Py in
earth coordinate system, m

k-component of missile position vector P, in
earth coordinate system, m

i-component of target position vector Py in
earth coordinate system, m

J-component of target position vector Py in
earth coordinate system, m

k-component of target position vector Pr in
earth coordinate system, m

i-component of rate of change vector of mis-
sile position Py, m/s

J-component of rate of change vector of mis-
sile position Py, m/s

k-component of rate of change vector of mis-
sile position Py, m/s ‘

components of missile inertial angular rate
vector in body coordinate system, rad/s
ambient pressure at altitude h, Pa

actuator pressure, Pa

actuator pressure for the pitch channel, Pa
actuator pressure for the yaw channel, Pa
reference ambient pressure, Pa

dynamic pressure parameter, Pa

pitch component of angular acceleration ®
expressed in body coordinate system,

rad/s? -

range vector from missile to target in earth
coordinate system, m

magnitude of range vector R from missile

to target in earth coordinate system, m
logical flag to indicate that seeker angular
rate has exceeded its limit, dimensionless
180/x, factor for converting radians to degrees

= yaw component of angular acceleration @

expressed in body coordinate system, rad/s
missile acrodynamic reference area, m?

= aerodynamic reference area of control

surface (fin), m?
sin ©
sin
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earth-to-body coordinate system transforma-
tion matrix, dimensionless

body-to-earth coordinate system transforma-
tion matrix, dimensionless

simulation time, s

indicates value at beginning of current time
step, s

iantan walis
4

tndicates valu
time step, s

indicates value at beginning of first preceding
time step, §

= time of burnout, s

time of closest approach, s
time to initiate guidance, s

= maximum time of flight, s

oo Al el a2

= l'.iInC IOI Dmlﬂﬁp U1 mwxgduun faug, s
= unit missile centerline axis vector in earth

coordinate system, dimensionless
unit range vector from missile to target in
earth coordinate system, dimensionless

unit vector along seeker boresight axis,
dimensionless

= unit vector of missile velocity, dimensioniess
= unit vector in direction of velocity of target

L]

relative to missile in earth coordinate system,
dimensionless

i-component of u in earth coordinate system,
dimensionless

J-component of uy in earth coordinate system,
dimensionless

L rmmmoanmant A5 20 10 anet]
A-COmpOnCt Of iy in &ar

dimensionless

components of missile inertial velocity vector
V) in body coordinate system, m/s
components of linear acceleratlon expressed
in body coordinate system, m/s?

missile inertial velocity vector in earth
coordinate system, m/s

target inertial velocity vector in earth
coordinate system, m/s

velocity vector of target relative to missile in
earth coordinate system, m/s

= magnitude of V= Vyy, m/s

missile-to-target closing speed, m/s
magnitude of missile inertial velocity, m/s

i-component of missile velocity vector -
VM’ m/s

V() = j-component of missile velocity vector

VM, m/s

12-3

Vu(k) = k-component of missile velocity vector

V,

s

V(i)

E?w

@ ‘-.»m

Do

VM, m/s

= speed of sound, m/s
= i-component of target velocity vector Vrin

earth coordinate system, m/s
Jj-component of target velocity vector Vyin
earth coordinate system, m/s

lr:nnmnnnnnt nf tarcat ualacity ventar Vi
n VV‘IIPUIIV!I‘ Vit mvl YLlUMIL AAS Y

earth coordinate system, m/s

magnitude of velocity vector of target relative
to missile in earth coordinate system, m/s
instantaneous distance from missile nose to
center of mass, m

distance from missile nose to center of mass
at launch, m

distance from missile nose to center of mass
at burnout, m

distance from missile nose to reference
moment station, m

= input array of Runge-Kutta Subroutine RK4
= output array of Runge-Kutta Subroutine RK4
= angle of attack of missile, rad

= analoe Af attarl ~f santral curfasa FAin) ruf'
= aigiC U1 analCk 01 CONJd O« Sunace (iiti ), FaG

= commanded angle of attack of pitch-channel

control surface (fin), rad

achieved angle of attack of pitch-channel
control surface (fin), rad

commanded angle of attack of yaw-channel
control surface (fin), rad

achieved angle of attack of yaw-channel
control surface (fin), rad

A8t (22882

total angle of attack (angle between missile
velocity vector and missile centerline axis),
rad :

= angle of sideslip of missile, rad
= integration time step, s -
= maximum control-surface (fin) deflection

angie relative to the missile, rad
pitch-channel control-surface deflection
relative to missile, rad

yaw-channel control-surface defiection
relative to missile, rad

Euler angle rotation in elevation (pitch),
rad (deg)

angular rate of Euler angle rotation in
elevation (pitch), rad/s (deg/s)

seeker gimbal angle (angle between missile

centerline axis and seeker boresight axis),
rad
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Ao = maximum gimbal angle of seeker, rad (deg)
p = atmospheric density at altitude 4, kglm3
o = line-of-sight vector from seeker to track
point on target, m
o = magnitude of line-of-sight vector 6, m
T; = seeker tracking loop time constant, s
1, = seeker signal processing time constant, s
73 = combined autopilot and control servo time
constant, s
¢ = Euler angle rotation in roll, rad (deg)
‘i} = angular rate of Euler angle rotation in roll,
rad/s (deg/s)
v = Euler angle rotation in azimuth (heading),
rad (deg)
y = angular rate of Euler angle rotation in yaw,
rad/s (deg/s)
o, = achieved seeker-head angular rate vecior, rad/s
o = final processed tracking-rate-signal vector,
rad/s
®, = angular rate vector of the line-of-sight
vector o, rad/s
O, . = maximum angular tracking rate of seeker
boresight axis, rad/s (deg/s)
12-1 | NTRODUCTI ON

The earlier chapters of this handbook described nissile
systems and nethods used to simlate the various nissile
subsystems. The purpose of this chapter is to show how to
synthesize a simulation by using the information provided
inthe earlier chapters. An exanple of a relatively sinple
digital flight sinulation of a generic surface-to-air missile is
used to illustrate the principles involved.

12-2 EXAMPLE SI MULATI ON

As discussed in Chapters 1 and 3, nissile flight simla-
tions are developed to fulfill various objectives, and the
details of the sinulation depend largely on those objectives.
In the devel opnent of the exanple sinulation, objectives
are selected that lead to a simlation sophisticated enough
to illustrate the principles but not so complicated that clarity
is sacrificed.

12-2.1 SCENARI O

The objectives of the example sinmulation are derived
fromthe followi ng hypothetical scenario. A new sur-
face-to-air missile systemis to be developed. The time is
early in the devel opnent process. The nissile configuration
is still in the conceptual phase, and a nissile flight sinula-
tion is needed to evaluate various design alternatives. Aero-
dynanic data are available for missiles that are generally
simlar to the proposed configurations, but only linited
wind tunnel data are available for the specific configurations

12-4

to be modeled. No flight-test data are yet available. The
autopilot and control systens have not heen defined in
detail, but general transfer functions are available for the
types of systens that are likely to be devel oped for this mis-
sile. The seeker design requirenents have not been com
pleted, but tentative seeker characteristics have heen
estimat ed

12-2.2 OBJECTI VES

In the scenario described in subpar. 12-2.1, the overall
objective of the proposed sinulation is that it be adequate to
investigate the gross effects of different nissile design alter-
natives on mssile system performance. Thus the sinulation
shoul d be constructed so that the missile and subsystem
characteristics in it are easy to change.

Since the basic purpose of a surface-to-air mssile is to
defend surface-hased assets from air attack a major perfor-
mance measure of alternative nissile designs is the size and
shape of the engagement houndary that can he achieved
under various conditions of target signal strength, speed,
altitude, and evasive maneuver. In general, engagement
boundaries are determined by missile paraneters, such as
thrust and aerodynamic drag, and hy seeker characteristics,
such as lock-on range, tracking rate linit, and gimbal angle
limt. Therefore, parameters that represent these nissile
characteristics will be included in the simulation.

Since the nissile configuration has not yet heen frozen,
the characteristics of the dynamic response of the nissile
that result fromdifferent conjurations constitute a major
issue to be investigated by using the simulation. The sinula-
tion nust have at least five degrees of freedomin order for
the dynamic response characteristics of prelimnary mssile
designs to be studied. It is anticipated that the missile
mtion in roll about its longitudinal axis will be sufficiently
controlled so that the roll degree of freedom need not he
similated at this point in the developnent. It is assuned that
the missile will have cruciform symetry.

Since the detailed seeker requirements have not yet heen
established, the simulation will not be used to investigate
mssile performance against countermeasures; therefore, a
simple seeker nodel will suffice for the early objectives of
the similation. For exanple, representing the seeker and
signal processing by a sinple |owpass digital filter with
appropriate time constant and limits will provide the neces-
sary quidance signal and permit investigation of the effects
of tracking rate and ginbal angle limits on the engagement
boundary. As nore definitive seeker data become available,
nore sophisticated seeker models can be included in the
sinulation.

Items and their resulting inpacts on the design of the
simiation that will not be addressed are the fol | owing:

1. Control system detailed design. The control sys-
temcan be simlated by a transfer function.

2. Autopilot detailed design. The autopilot can be
similated by a transfer function.
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3. Aerodynamic flowfield interactions. These will be
considered later in the nissile devel opnent phase when
wind-tunnel test data becone available. Sinple |inear
approxi mations of aerodynanic characteristics are adequate
for the initial simlation. This means that the validity of the
mdel is linmted to relatively smll angles of attack because
of the nonlinear nature of aerodynanic parameters at large
angles of attack.

4, Seeker detailed design. The seeker specifications
for performance in countermeasure environments are being

devel oped by a separate effort; therefore, the sinulated
seeker nodel need only provide a tracking signal and an
indication when seeker linits are exceeded.

12-2. 3 PROGRAM STRUCTURE

The structure of the exanple computer program for sinu-
lating missile fright is illustrated in Fig. 12-1. The detailed
equations and procedures to inplenent the blocks in the
diagram are given in the paragraphs that follow

/

Read and Initialize
Input Data

here.
umber,
Dynamlc Pressure

|

Range,

Relative Velocity,
Range Rate

Closest

Tho

» Approaci?/

Yes

Guidance and Control

l

[ Forces on Missile ]

[ Missile Acceterations |

Update Missile and Target
gg:ihons and Velocities

l

Miss Distance

Update Time, Missile
Mass, CM Location, and
Moments of Inertia

>T

T
\ Crash?
~"

No

Figure 12-1. Typical Top-Level

Flow Diagram for a

12-5

Yes

Flight Sinulation
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12-2.4.2 Propul sion

For purposes of illustration it is assumed that a particular TIME REFERENCE THRUST
njssilelconfiguration i_s to_be investigated. The missile con- F,,nf.N
figuration to be studied is controlled by torque-bal anced 0.0 0
canard control surfaces, and the canards and stabilizing tail 0.01 450
fins are arranged in a cruciform configuration. The descrip- 0.04 17,800
tion of the missile required for the simlation nodel is 0.05 23,100
given by the inputs to the simlation in the paragraphs that 0.08 21,300
fol low. 0.10 20,000

0.20 18,200
12-2.4.1 Mass 0.30 17,000
mgy = 850 missile mass at launch, kg 0.60 15,000
mp, = 57.0 missile mass at burnout, kg 1.00 13,800
Ip = 61.0 moment of inertia about y- and z-axes }é(.) 1%%99
at launch, kg-m? ggg :i’ggg
I, = 410 moment of inertia about y- and z-axes 3:80 ) 4:300
at burnout, kg-m2 4.0 12.900
Xemy = 1.55 distance from nose to center of mass at 4.1 11,000
launch, m 4.3 7,000
Xempy = 1.35 distance from nose to center of mass at 45 4,500
burnout, m. 4.7 2,900
4.9 1,500
5.2 650
5.6 0
100.00 0
tho =56 time of burnout, s
Pref = 101,314 reference ambient pressure, Pa
A, = 0011 exitarea of rocket nozzle, m
Iy, = 2224 specific impulse, N-s/kg.
12-2.4.3 Aerodynamics
S = 0.0127 missile aecrodynamic reference
area, m?
d = 0.127 aerodynamic reference length, m
xpe = 1.35  distance from missile nose to reference
moment station, m - -
MACH NUMBER M,,, dimensionless
COEFFICIENT
00 0.8 1.14 1.75 25 35
Cp, 0.8 0.8 1.2 1.15 1.05 0.94
CLo 38.0 39.0 56.0 55.0 40.0 330
C,,,u -160.0 -170.0 -185.0 -235.0 -190.0 -150.0
mg 180.0 250.0 230.0 130.0 80.0 45.0
mg* Crm; | -6,000 ~13,000 ~16,000 -13,500 -10,000 ~6,000
k 0.0255 0.0305 0.0361 0.0441 0.0540 0.0665

12-6
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where
= zero-lift drag coefficient, dimensionless
slope of curve formed by lift coefﬁc:em
C, versus angie of attack @, rad™ Vdegh
C,,,q = pitch dampmg denvauve relative to pitch
rate g, rad’! (deg)
C,n, = pitch moment derivative relative to angle
of attack (slope of curve formed by
C,, versus o, rad! (deg!)

C = nitch damnine derivative relative to
Um& b !J ASWwil Um‘ylllé WEBWAEEVEAEE ¥ W 8 WATISE V W -

angle-of-attack rate ¢, rad”! (deg™!)
C,,. = pitch moment derivative relative to
control-surface deflection (slope of
curve formed by pitch moment

coefficient €. versus control-surface
WA ARAGANIRAS “ v wk vw WwAIAABA WA LR g g

0.0
&8
"o

k = constant used to calculate induced
drag coefficient, dimensionless.

12-2. 4.4 Seeker

7; = 0.01 seeker tracking loop time constant,
s
7, = 0.01 seeker signal processing time con-
stant, s
Qgpgr = 25.0 maximum angular tracking rate of
seeker boresighi axis, deg/s
Apax = 40.0 maximum gimbal angle of seeker,
deg.

12-2.4.5 Autopil ot
teon = 0.5  time fo initiate guidance, s
73 = 0.04 combined autopilot and contr
servo time constant, s
Omax =20  maximum control-surface (fu
deflection angle relative to il
missile, deg
nominal navigation ratio, dime
sionless
G, = 250.0 gain factor relating angle of atta
of control surface to acceleratic
command per unit dynamic \gre

orive naramatar (rod.DaY/i(m/ic
Sy Pﬂlml&w&, WBEL K \uuoy

ty = 1.0 time for buildup of navigation
ratio, s.

NR =40

12-2.4.6 Program Control

Input data that describe the initial positions and speeds of
the missile and target are likely to be changed for each sim
ulated flight. This information is included in the program
control data. The initial nissile speed is assuned to apply
the instant the missile leaves the launcher. The direction of
messile velocity will be calculated in the fire-control routine.
For the exanple simulation, the target fries a straight, con-

stant-speed flight path; therefore, target control paraneters
are not needed.

Pyli) =0 missile initial position coordinates, m
PyGy =0
Pydk) =0

Vy =30 magnitude of missile initial velocity,

m/s

Lpax = 60 maximum time of flight, s
Py{i) = 4000 target initial position coordinates, m
Pr(j) = 1000
Prky = -3000

Vi{i) = -250.0 target initial velocity components, m/s
Vi) =00
Vik)y =00

Ar = 0.005 integration time step, s.

12-2.4.7 Constants

g = 9.80665 acceleration due to gravity,
m/s?
. = 3.141592654 Pi, dimensionless
DTR = n/180 factor for converting degrees to
radians
RTD = 180/n factor for converting radians to
degrees
H=Aa for use in Subroutine RK4
HH = HR for use in Subroutine RK4
H6 = H/6 for use in Subroutine RK4.

12-2.5 I NITIALI ZATI ON

Before entering the conputation loop, time is set to zero,
and flags and physical paraneters are given their initial val-
ues.

=0 initial simulation time, s
LFLAG = false logical flag to indicate that gimbal
angle has exceeded its limit, dimen-
sionless

RFLAG = false logical flag to indicate that secker
angular rate has excéeded its limit,
dimensionless

m =mg missile mass at launch, kg
I =1 moment of inertia about y- and z-axes
at launch, kg-m2
Xem = Xemy distance from missile nose to center of

mass at launch, m.

12-2.6 FIRE CONTROL

The initial missile pointing direction and angular rates are
calculated in the fire-control block. For the exanple sinula-
tion, a sinple algorithmis enployed in which the nissile is
pointed directly at the target at the instant of launch, and
mssile angular rates at launch are assuned to he negligible.

The unit vector u,in the direction fromthe missile to the
target is calculated by normalizing the range vector R

12-7



Downloaded from http://www.everyspec.com

M L- HDBK- 1211(M )

which is calculated hy using

R=P;-Py.m (7-35)
where
P,, = position vector of missile in earth coordinate
system, m
P; = position vector of target in earth coordinate
system, m

R = range vector from missile to target in earth
coordinate system, m.

The nmissile inertial velocity vector V,and the unit missile
centerline vector u,are aligned with the range vector R by

VM = VMuR, m/s (12'1)

u, = U, dimensionless (12-2)
where .
uy = unit missile centerline axis vector in earth
coordinate system, dimensionless

up = unit range vector from missile to target in
earth coordinate system, dimensionless
V) = missile inertial velocity vector in earth coor-

dinate system, m/s
Vu = magnitude of missile inertial velocity, m/s.

The initial Euler angles are based on the initial missile
centerline vector

(12-3)

Y= Tan—l(wj .

ucl(i)

0= Tan’l(-uc,(k)/Juc,(i)Z-Fud(j)z),

rad (deg) (12-4)
¢ =0, rad (deg) (12-5)

where
u(i) = i-component of u, in earth coordinate

eyetam Aimancinnlacc
SYSwill, GAUNCNSISIITSS

uj) = j.component of u, in earth coordinate
system, dimensionless
uy(k) = k-component of u, in earth coordinate
system, dimensionless
0 = Euler angle rotation in elevation (pitch),
rad (deg)
¢ = Euler angle rotation in roll, rad (deg)
y = Euler angle rotation in azimuth (heading),
rad (deg).
The initial missile inertial velocity vector V,expressed
in earth coordinates is transformed into body coordinates
using the earth-to-hody reference frame transformation

12-8

matrix given in subroutine TBE (subpar. 12-2.18.4)

: = [Tb/e]VM, m/s
W

(12-6)

where

[Ty} = transformation matrix (earth to body
coordinates), dimensionless

u,v,w = components of missile inertial velocity
vector V), in body coordinate system,
m/s

Ve = missile inertial velocity vector in earth

coordinate system, m/s.

Since the initial angular rates of the missile are assuned
to be negligible, they and the angle-of-attack components
are initialized to zero by

p
g| = 0.rad/s(deg/s) (12-7)
r

a =0, rad (deg) (12-8)
B =0, rad (deg) (12-9)
o, = 0, rad (deg) (12-10)

where
p,q,r = components of missile inertial angular
rate vector in body coordinate system,
rad/s (deg/s)
o = angle of attack, rad (deg)
o, = total angle of attack, rad (deg)
B = angle of sideslip, rad (deg).

The computer program routines for reading the input
data, initializing variables, and calculating fire-control
paraneters are entered by the programonly once for a given
similated flight The routines described in the paragraphs
that follow, however, are entered repeatedly as required to
calculate the paraneters needed at each iterative tine step.

12-2. 7 ATMOSPHERE

The label “START" is placed in the sinulation at this
point to mark the beginning of each time step.

For the exanple similation, it is assumed that the nissile
altitude at the launch position is at sea level; therefore, mis-
sile altitude above sea level, for use in the atnpsphere
tables, is given by

h=-Py(k), m (12-11)
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where
h = altitude of missile above sea level, m
Pp(k) = k-component of missile position vector
P, in earth coordinate system, m.

A table lookup procedure is used to find the atmospheric

density p, atmospheric pressure p, and the speed of sound

V.. Since the nissile being similated is relatively smll and

will not reach altitudes at which Reynolds number effects

must be included, the atnospheric viscosity is not required.
Mssile Mach nunber Mis calculated by using

Vu

My = , dimensionless  (12-12)
s .
where

My, = Mach number, dimensionless

V) = magnitude of missile inertial velocity, m/s

V, = speed of sound, m/s.

The dynanic pressure parameter Qis calculated using

Q=0.5pVZ, Pa (3-6)
where
QO = dynamic pressure parameter, Pa
V.. = maonitude of missile inertial velocitv, m/s
"M piito 4t R L e 3318 £

p = atmospheric deasity, kglm3.

12-2. 8 RELATIVE POSI TION AND VELOCI TY

The vel ocity vector V,,of the target relative to the ms-
sile is calculated by using

VT/M = VT - VM, m/s (7-38)
where
V) = missile inertial velocity vector in earth
coordinate system, m/s
Vr = target inertial velocity vector in earth
coordinate system, m/s
Vo = velocity vector of target relative to missile
in earth coordinate system, m/s.

The unit vector uv,is calculated by normalizing the vec-
tor V.
Although the range vector was originally calculated in
subpar. 12-2.6, the equation must occur again at this point
for subsequent [oops of the simulation,
R= PT - PM' m (7-35)
where
Py, = position vector of missile in earth coordi-
nate system, m
P = position vector of target in earth coordi-
nate system, m

12-9

R = range vector frommissile to target in
earth coordinate system m

The unit range vector u,is obtained by normalizing R and
the range magnitude R is determined by calculating the
megni tude of the vector R

The closing speed V. —negative of range rate—+s cal cu-
lated by using

Vc = —UR'VT/M, m/s (12-13)

where
ug = unit range vector from missile to target in
earth coordinate system, dimensionless
V, = missile-to-target closing speed
Vo = velocity vector of target relative to missile
in earth coordinate system, m/s.

12-2.9 TEST CLCSING SPEED

[f the missile overtakes the target, the closing speed goes
to zero at the instant of closest approach and changes signs
as the missile continues past the target. The closing speed
al'so switches signs in a tail-chase engagement if the nissile
slows to a speed less than that of the target so that the range
begins to increase as the target pulls away. This switch in
signs is used as an indicator to terninate the sinulated
flignt.

Thus, if the algebraic sign of V_becomes negative, the
program branches to Subroutine MSDI'S (subpar.
12-2.18.3), in which the closest approach distance is cal cu-
lated and the sinulated flight is term nated.

12-2.10 SEEKER

The seeker tracking point is assumed to be the center of
mass of the target and although a first-order lag in the track-
ing rate is introduced later, the small angular deviation of
the seeker boresight-axis vector fromthe [ine of sight to the
tracking point is not calculated. Also the displacement of the
physical position of the seeker fromthe nissile center of
mess is considered negligible for this application. There-
fore, the seeker line-of-sight vectore:is assumed to be iden-
tical with the range vector R

=R, m (12-14)
where
R = range vector from missile to target in
earth coordinate system, m
o = line-of-sight vector from seeker to track
point on target, m.

The seeker boresight-axis vector u_has the direction of
the line-of-sight vector e, i.e.,

u. =

<a , dimensionless

(12-15)

ala
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where
u,, = unit vector along seeker boresight axis,
dimensionless
o = magnitude of line-of-sight vector ¢, m.

The seeker ginbal angle is calculated using
A = Cos'(uy,~u,,), rad (8-3)

where
= unit missile centerline axis vector in earth
coordinate system, dimensionless

ar - wantar alana coalar haracioht avie
g, = uuu VECIOr a:0ng SEexer OOreSigni axis,

=
2
1

dimensionless

A = seeker gimbal angle (angle between mis-
sile centerline axis and seeker boresight
axis), rad.

[f the absolute value of lis greater than |mr LFLAG is
set. LFLAG is used to terminate guidance if the seeker gim
bals strike their linits.

The angular rate of the line-of-sight vector @gis calcu-
lated by using

(e xX Vi)

Oy = ———, rad/s
(¢]

(8-2)
wrhana
wiislie
V= velocity vector of target relative to missile
in earth coordinate system, m/s
O = magnitude of line-of-sight vector o, m
6 = line-of-sight vector from seeker to track
ngmt on target. m

o = angular rate vector of the line-of-sight
vector, rad/s.

The angular rate of the seeker head lags the angular rate of
the line-of-sight vector. This lag is taken into account in cal-
culating the guidance commands; however, for this applica-
tion it is not considered inportant that the boresight-axis
vector (Eg. 12-15) incorporates this lag. Ihis lag is assumed
to be represented by a first-order transfer function, as dis-
cussed in subpars. 8-2.1.2 and 10-4.2.2, and the seeker-head
rate is calculated by using

@ch(1) = @y, (1 — A1) €XP (-A/7))
+ g [1 — exp (- At/7))], rad/s (8-4)

where
() = indicates value at beginning of current
time step, s
(t - At) = indicates value at begi
ceding time step, s
At = integration time step, s

T
Wych

seeker tracking loop time constant, s
achieved seeker-head angular rate vector,
rad/s.

If the magnitude of w,(t) exceeds the maxinum angul ar
rate w, of the seeker boresight axis, RFLAGis set.

There are assuned to be delays involved in processing
the seeker-head angular rate signal. The filtered seeker-head
angul ar rate signal is given by

@ (= (t - Ar) exp (- At/zy)

+ @, [1 - exp (~At/1,)], rad/s
(8-4)
where
T, = seeker signal processing time constant, s
@ = final processed tracking-rate-signal vec-

tor, rad/s.

12-2. 11 GUI DANCE AND CONTROL

Quidance is not initiated until a short time t,after
l'aunch in order to pernit the nissile to gain enough speed
so that it can be controlled. After timet,, the autopilot
bases the missile maneuver commands on the achieved
seeker-head angular rate vector w,, and the control system
responds to autopilot conmands by deflecting the control
surfaces. If the seeker ginbals should strike their linits, the
guidance is turned off, or if the seeker tracking rate exceeds
the capability of the seeker
assumed to be lost and the simlatedflight ternnated.

12-2.11.1 Test for Active Guidance

If tis less than t the commanded-|ateral -acceleration
vector A, pitch control fin deflection angle - and yaw
control fin deflection angledy:are set to zero.

If LFLAG is set indicating the ginbal angle has reached
its linmt, then the fin deflectionsd, : andd, are assumed to
retain t he values reached at the time the ginbal angle linit
is reached. This assunption may he modified as better data
becone available on the behavior of the seeker, autopilot,
and control system when the seeker gimbal strikes the stops.

If REFLAG is set indicating that the required tracking rate
exceeds the limt of the seeker, the run is terninated Even
in cases when the tracking rate does not reach its linit dur-
ing the min portion of the flight it probably becones rate
limted during the last fewintegration time steps when the
mssile passes close to the target. Therefore, to prevent ter-
mnation of the similated flight before the closest approach
distance is attained, the flight is allowed to continue for an
additional fraction of a second after reaching the rate linit,

12-2.11.2 Autopil ot

[f guidance has been initiated and no seeker linmits have
been encountered, the maneuver acceleration command is
calculated based on the proportional navigation guidance

12-10

ws,.target tracking is
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law It is assumed for sinplicity and ninimal cost that the
mssile will be designed to approximte proportional navi-
gation by making the control-surface actuator pressures pro-
portional to the maneuver acceleration commands, which in
turn are proportional to the seeker angular rate signal w
The control fins achieve the angles of attack that cause the
aerodynami ¢ hinge monents on the control nu-faces to bal-
ance the hinge nonents generated by actuator pressures, as
discussed in subpar. 2-2.3.5.

In the actual nissile the distribution of the pressure
between the pitch and yaw channels is determ ned
directly-by circuitry between the seeker head torquing
coils and the control servos-without ever deternining an
actual maneuver-accehmation command. In the sinulation,
however, a convenient method for calculating this pressure
distribution to the actuators is by means of a theoretical
commanded- | ateral -accel eration vector A. Since the nis-
sile velocity vector and the direction of gravity are not
known onboard the nissile, Eg. 8-13 is approxinated by

A = G,(M,h)(mf X uy), m/s?  (12-16)
where
A, = commanded-lateral-acceleration  vector,
m/s?
G4(M,h) = system gain as a function of Mach num-
ber and altitude, m/s
u = unit missile centerline axis vector in earth
coordinate system, dimensionless
@y = final processed tracking-rate-signal vector
radlc

1GNNS,

In Eq. 12-16 the filtered (processed) seeker-head rate sig-
nal of approximates the actual line-of-sight rate, and the
mssile centerline vector u, approximtes the direction of
V, It is assumed that the detailed relationships anong the
gui dance processing circuits, control system and aerody-
nam cs-which work together to formthe systemgain
G(Mh)--have not yet been conpletely defined. To initiate
the study of potential mssile subsystem configurations, it is
assumed that the subsystemrelationships are perfect in the
sense that the systemgain G(Mh) is always equal to the
product of NR and the instantaneous velocity V, Wth this
assunmption the achieved navigation ratio is equal to the
desired navigation ratio NR This allows exploration in a
controlled way of the effects of changes in the navigation
ratio on the performance of the nissile. As the subsystens
becone better defined, nore accurate representations of the
systemgain will be enployed in the simlation.

The vector representing the commanded-|ateral -accel era-
tion vector AC is transformed to the body reference frame by

12-11

A | =[T,.)A,, m/s? (12-17)

where
A, = commanded-lateral-acceleration  vector,
m/s?
Ac,q, = i{-component of A, expressed in body
coordinate system, m/s?

yb = j-component of A, exprcssed in body

coordinate system, m/s
A, = k-component of A, cxp ssed in body
coordinate system, m/s?
[Tyl = earth-to-body coordinate transformation
matrix, dimensionless

by using the earth-to-hody reference frame transformation
matrix [T,] given in Subroutine TBE (subpar. 12-2. 18.4).

12-2.11.3 Control System

The actuator piston pressure for Control Surfaces 1 and 2
are given hy

pm = -GPAC b, Pa

pact = GpAc b’P

(12-18)

G, = gain factor relating actuator piston pres-
sure to acceleration command, Pa/(m/s )

Pacy = 8CtUalor pressure for the pitch channel, Pa
Pacr, = actuator pressure for the yaw channel, Pa.

In true proportional navigation the conponent Ac,of the
accel eration command, which is directed along the nissile
centerline axis, has a value of zero. Because of the approxi-
mations in Eg. 12-17, however, the cal culated value of A
my have a small finite value, which should be ignored.
Since this nissile enploys a torque balance servo, the
actuator piston pressure—ommanded by the autopilot—
determines a fin angle of attack the resulting fin deflection
angle relative to the nmissile depends on the angle of attack
of the missile at that time. For a given actuator pressure pact,
the actuator hinge monent Mis
My= PoctAp Lorms N-m (12-19)
where
A, = actuator piston area, m?
L, = bell crank lever atm, m
My = hinge moment applied to control surface
by actuator, N-m
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The hinge noment M,is balanced by an aerodynam ¢
monent Mon the control surface about the hinge axis,
gi ven by

M = Cy, 0, 0S;d, Nm  (12:20)

where
Chy,, = partial derivative of fin moment coeffi-
cient with respect to fin angle of attack,
rad”!
= aerodynamic reference length of control
surface (fin), m
M; = aerodynamic moment on control surface
(fin) about hinge line, N-m
Q = dynamic pressure parameter, Pa
Sy = aerodynamic reference area of control
surface (fin), m
oy = angle of attack of control surface (fin),
rad.

The fin angle of attack a that causes the two moments to
be balanced is determned by equating the moments in Egs.
12-19 and 12-20 and solving for a, i.e.,

- Lact AeLarm

= , rad.
Cy_ 05,4,
I

(12-21)

Since nost of the details of the control
trol servos of the mssile design are still to be determned, it
is convenient at this stage of the mssile development to
comhine several of the parameters that may change from
one alternative mssile configuration to the next but do not
vary during any given simlated flight. Therefore,

fin shape and con-

G AL

arm

- . 2 _
G,= T (rad-Pa)/(m/s?) (12-22)
%5

where
G, = gain factor relating angle of attack of con-

trol surface to acceleration command per

surface to acceleration command per
unit dynamic }:rcssure parameter,
(rad-Pa)/(m/s*).

Conbining Egs. 12-18, 12-21, and 12-22, the control -sur-
face angles of attack that result fromthe actuator pressures
commanded by the autopilot are

—GnAc

o = ——5—2-" rad (deg)  (12-23)

12-

and

(12-24)

where
oy = commanded angle of attack of pitch-chan-
nel control surface, rad
0y = commanded angle of attack of yaw-chan-
nel control surface, rad.

12-2.11.4 Autopilot and Control System Lag

The dynani ¢ response of the conbination of the autopilot
and the control systemis assumed to be described by a
first-order systemwith time constant t, The achieved
angles of attack of the fins will lag those given in Egs. 12-23
and 12-24 as given hy

afp (1) = afp (1 - Ar) exp (-At/1,)
a a
+0Q [1-exp(-At/1,5)],rad
p
afy (1) = afy (- Ar) exp (-At/15)

a a

+ ozfy [1-exp(-At/1;)],rad

(Derived from Eg. 10-39)

where
(t - Ar) = indicates value at beginning of preceding
time step, s
Ar = integration time step, s
a, = commanded angle of attack of pitch-chan-
nel control surface (fin), rad
afy = commanded angle of attack of yaw-chan-
nel control surface (fin), rad
g = achieved angle of attack of pitch-channel
control surface, rad .
e = achieved angle of attack of yaw-channel

control surface, rad
73 = combined autopilot and control servo
time constant, s.

12-2.11.5 Fin Angle of Incidence

The angles of incidence of the control fins, i.e., the fin
deflection angles relative to the mssile body, depend on the
fin angles of attack and on the mssile body angles of attack
and sideslip. The fin angles of incidence are calculated by
using
- o, rad

8 =0y, (12-25)

12
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Sy =0y - B, rad (12-26)
where
o = angle of attack of missile, rad
B = angle of sideslip of missile, rad
5 - n;lnk-rha!\lnnl rnntral_cnrfars l‘n“ecl‘ien re!a=

» = pitch-channel control-surface de
tive to missile, rad

8, = yaw-channel control-surface defiection

relative to missile, rad.

The absol ute values of B, iand 8y -are tested against the

maxi mum fin deflection angle Spgqyif the absolute value of
a fin angle of incidence exceeds Spmgyit i reset t08mgy and
retains its original sign.

12-2.12 AERODYNAM CS

[t is assumed that aerodynamc force coefficient data are
supplied in terms of lift and drag. The calculated lift and
drag forces are therefore transformed to axial force and nor-
mal force in order to be applicable to the body reference
frame used for solving the equations of motion.

12-2.12.1 Lift and Drag

C,as a function of Mach number Mis obtained by
table lookup. If the total angle of attack is used, the aerody-
namc lift coefficient CLis then calculated by

C= CLQ o, dimensionless (5-11)
where
C; = aerodynamic lift coefficient, dimensionless
C;_ = slope of curve of lift coefficient C; versus
angle of attack a, rad™!
o, = angle between missile velocity vector and
missile centerline axis, rad.

The total drag coefficient is calculated by using

Cp=Cpy+ kC?, dimensionless
(5-10 with x=2)

where
Cp = aerodynamic drag coefficient, dimensionless
Cp, = zero-lift drag coefficient, dimensionless
C) = aerodynamic lift coefficient, dimensionless
k = constant used to calculate induced drag coef-
ficient, dimensionless.

The aerodynanmic drag D and lift L forces are calculated by
usi ng

12-

D = 0C,S, N}
(Derived from 5-4 and 5-5)
L = OC,S,N
where
Cp = aerodynamic drag coefficient, dimensionless
C; = aerodynamic lift coefficient, dimensionless
D = aerodynamic drag force, N
L = aerodynamic lift force, N
Q = dynamic pressure parameter, Pa
S = missile dynamic reference area, m?.
12-2.12.2 Axial Force and Normal Force

Drag and lift are transformed to axial force A and normal
force N by using

A = Dcosa, - Lsina,, N

N = Dsina, + Lcoso.,, N } (4-13 and 4-14)

where

aerodynamic axial force, N

aerodynamic normal force, N

total angle of attack (angle between missile
velocity vector and missile centerline axis),

rad.

£z»
nowon

Axial force Ais, by definition, directly opposite the xb-axis.
Substituting A for 0.5pVEC,S in Eg. 7-1 gives

FA:,, = —A, N ( Derived from 7-1)

where
Fy

s, = Xp-component of acrodynamic force in body

coordinate system, N.

The normal force vector can be defined in body frame coor-
dinates by using

2
F, = N(—v/ v +w2),N
b
(12-27)
2
F, = N(-w/:Jv +w2), N
Z
b
where
FA)’b = yp-component of aerodynamic force in
body coordinate system, N
F4 = z-component of aerodynamic force in

body coordinate system, N

N = aerodynamic normal force, N

v = y,-component of missile velocity in body
coordinate system, m/s
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w = z,-component of missile velocity in body
coordinate system, m/s.

Coefficients corresponding to the conponents of the normal
force in the y- and z-axes are calculated by

F, )
C, = —i’, dimensionless
Ny QS y
FA
CNz = o5’ dxmensmnless

(Derived from 7-6)
where
CN = aerodynamic coefficient corresponding to the
component of normal force on the y-axis,
dimensionless
Cn, = aerodynamic coefficient corresponding to the
component 6f normal force on the z-axis,
dimensionless
¢ = dynamic pressure parameter, Pa
S = missile aerodynamic reference area, m?.

12-2.12.3 Aerodynam ¢ Monents

Since the mssile is assumed to have cruciform symetry,
et

C, =C, ,rad”’ (deg’l)
o

Cpy = Cpyo1ad '(deg™
. , r (5-19)

C"r = C’"q’ rad (deg ')

C, =C_ ,rad’ (deg™)

nﬁ- = %m & ’ g ]
where
C,,,q = pitch dampmg coefﬁcnem relative to pitch
rate q,rad" (deg™ )

C"‘a = pitch moment derivative relative to angle
of attack (slope of curvc fomed by C,,
versus 0. curve), rad™! (deg™ )

C,,. = pitch damping derivative relative to

©  angle-of-attack rate o, rad™! (deg™!)

Cmy = pitch moment derivative relative to con-
trol-surface deflection (slope of C,, versus
8 curve), rad™! (deg™ )

Co, = yaw damping cocﬂ‘icxent relative to yaw
rate r, rad™! (deg™ h

C,,B = yaw moment derivative relative to angle
of 51deshp (slope of C, versus B curve)
rad™! (deg™ h

Cua nj = Yaw damping derivative relative to

angle-of-sideslip rate B rad™! (deg™ h

12-

Cag = yaw moment derivative relative to con-
trol-surface dcﬂccuon angle (slope of C,
versus 8, curve), rad™! (deg™ by,

It is assumed that C, was measured in a wind tunnel or
estimated with the control surfaces set at zero angles of inci-
dence and that C,represents the additional conponent of
aerodynamc moment on the missile contributed by deflec-
tion of a control surface away from zero angle of incidence.
Then the pitch and yaw conponents of the aerodynanc

monent about the nonent reference station are calcul ated
by using
C’"u . = Cmaa+ C 5p, dimensionless (5-13)
¢, =C, B+C, 8y, dimensionless (5-14)
ref g )
where
Cn,,s = aerodynamic pitch moment coefficient
~ with respect to reference moment station,
dimensionless
Cpn_ = pitch moment derivative relative to angle
of attack (slope of curve formed by C,,
versus o), rad™! (deg"l)
Cmg = pitch moment derivative relative to con-

trol-surface deflection (slopc of C,, versus
8, curve), rad™! (deg™)
C, = yawmg moment coefficient about center
of mass, dimensionless
C-'!rc:f = aerodynamic yaw moment coefficient
with respect to reference moment station,
dimensionless

Chg = yaw moment derivative relative to angle
of mdeshp (slope of C, versus B curve),
rad ™! (deg™)

C,,a = yaw moment derivative relative to con-

trol-surface deﬁecuan angle (slope of C,
versus 8\, curve), rad™! (deg™ )

a = angle of attack of missile, rad (deg)

B = angle of sideslip of missile, rad (deg)

8, = pitch-channel control-surface deflection
relative to missile, rad (deg)

8, = yaw-channel control-surface deflection
relative to missile, rad (deg).

The reference monent coefficients are corrected to relate to

the current center of nass,

14

and the danping terms are
included by using
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X, —X )
C = C -C ( cm ref)
m mref Nz d
,.,,(C +C., )q,

dlmensmnless

X. =X
Cn = C"ref+ CNy( cmd ref)

d
+5V(C",+C"ﬁ)"

dimensionless ’

where
= pitching moment coefficient about center

of mace dimencionlace
VL ZAEGRIU) \SARSIWAAFAISAWS

Cn ref = aerodynamic pitch moment coefficient
with respect to reference moment station,
dimensionless

C,, = pitch damping dcnvative relative to pitch

rate g, rad™! (deg™ ]

Cn:, = pitch damping denvanve rclanve o
angle-of-attack rate &, rad™} (deg™ )

CN, = aerodynamic coefficient corresponding to
the component of normal force on the
Yp-axis, dimensionless

Cy, = acrodynamic coefficient corresponding to
the component of normal force on the

..avice dimancinanlace
.{.b AALDy VAIWIIDIVALIIWSD

C, = yawing moment coefficient about center
of mass, dimensionless

C, = yaw dampmg coeﬁ‘icnent relative to yaw
rate r, rad ™ (deg™ )

Cﬁmf = gerodvnamic yaw moment coefficient
with respect to reference moment station,
dimensionless

C,; = yaw damping derivative rclauve to
angle-of-sideslip rate B, rad™! (deg™)

d = aerodynamic reference length, m

g = pitch component of angular rate vector @
expressed in body coordinate system,
rad/s (deg/s)

r = yaw component of angular ratc vector ©®
expressed in body coordinate system,
rad/s (deg/s)

V = magnitude of missile inertial velocity vec-

tor Va, in earth coordinate svsterm. m/s

sVE VA ak: Shslas SUVsSLLGLY Sy owial, sw s

X, = instantaneous distance from missile nose
to center of mass, m

Xn = distance from missile nose to reference
moment station, m.

The aerodynami ¢ nonents in the pitch and yaw planes are

calculated using
"M, =QC,5d, N m (Derived from 5-7)

N, = Q0C,5d, N-m (Derived from 5-8)
where
aerodynamic moment in pitch plane, N'm
aerodynamic moment in yaw plane, N-m
dynamic pressure parameter, Pa
S = missile aerodynamic reference area, m2.

12-2.13 PROPULSI ON

The input thrust table is used to look up the thrust F,
corresponding to the reference atnospheric pressure as a
function of time. The thrust is corrected for the anbient
atmospheric pressure pa by

;g:?ii
.

Fp=F

bug * O — PDASN (6D

where
A, = exit area of rocket nozzle, m
F, p= magnitude of thrust force, N
Fp,, ;= magnitude of reference thrust force, N
Pg = ambient pressure at altitude h, Pa
Pres = reference ambient pressure, Pa.

The thrust is assuned to be aligned with the nmissile longitu-

dinal axis; therefore,
F ’, = F o, N
b
pr =0,N ¢ (6-3)
b
F, = O,N |
%
where
FPXb = i{~component of thrust force vector in body
coordinate system, N
prb = j-component of thrust force vector in body
coordinate system, N
Fp = k-component of thrust force vector in body
Zh .
coordinate system, N.

The line of action of the thrust is assumed to pass through
the missile center of nmss; therefore, the propulsion system
contributes no moments on the mssile body.

12-2.14 GRAVITY

The standard value of the acceleration due to gravity is
used, and since the missile configurations being sinulated
will operate at relatively lowaltitude, no correction for the
radial distance fromthe center of the earth is made. Thus the
gravitational force in earth coordinates is

12-15
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<

ng£= 0,N
Fe, = 0N (7-4)
ng = mg,N‘

where
F, = i-component of gravitational force on the
x, . .
missile in earth coordinate system, N
F, 8y, = Jj-component of gravitational force on the
missile in earth coordinate system, N
F £, = k-component of gravitational force on the
missile in earth coordinate system, N
acceleration due to gravity, m/s?
instantaneous missile mass, kg.

4
m

The gravitational force is transforned to the body refer-
ence frame by using

= o
be gxe

F, |- F i
o) = [T |7 |- N 09
F F

i gzb‘_ -' gze-

where

F,, = i-component of gravitational force on the

b missile in body coordinate system, N
Fy = j-component of gravitational force on the

missile in body coordinate system, N
Fst = k-component of gravitational force on the

missile in body coordinate system, N
[T},] = ecarth-to-body coordinate system transfor-

mation matrix, dimensionless.

12-2. 15 EQUATIONS OF MOTI ON

The equations of motion that yield the nissile rotational
rate and the nmissile translational velocity are integrated
nunerically in the body reference frame. These equations of
motion are integrated simultaneously along with the Euler
angle-rate equations. The resulting mssile velocity vector is
transformed to the earth reference frame to formthe posi-
tional differential equations of motion, which are integrated
nunerically to yield missile position.

12-2.15.1 Rotation, Translation, and Euler Angles

The equations of motion, which are to be integrated
simltaneously, are the rotational equations (Eqs. 4-46), the
translational equations (Egs. 4-37), and the Euler equations
(Eqs. 4-51). The assunptions for the exanple simulation
pernit Egs. 4-46 to be sinplified by setting p, p, M, and
Nto zero and I, and I,to I; thus

g =M,/1, rad/s’

_ ) } (12-28)
r=N,/I, rad/s

I = moment of inertia about pitch and yaw

axes, kg-m2

M, = aerodynamic moment in the pitch plane,
N-m

N, = aerodynamic moment in the yaw plane,
N-m

q = pitch component of angular acceleration
® expressed in body coordinate system,
rad/s?

r = yaw component of angular acceleration
@ expressed in body coordinate system,

rad/s? .

The translational equations (Eqs. 4-37) are simplified by
setting p, F Py and F, [ to zero, giving

F, +F, +F,
u = L b b (gw—rv) m/s’
m ?
F, +F,
. y Y, 2 g
v = bm 2~ ru ,mis
F, +F,
. %p Zp 2
W = —————— 4+ qu ,m/s J
m
(12-29)
where
FAxb = xp-component of aerodynamic force in
body coordinate system, N
F"yb = y,~component of aerodynamic force in
body coordinate system, N
FAz;, = zp~component of aerodynamic force in
body coordinate system, N

ngb = i-c;omponcm of gravitational force on the
missiie in body coordinate sysiem, N

ng = j-component of gravitational force on the
missile in body coordinate system, N

Fy 2 = k-component of gravitational force on the
missile in body coordinate system, N
prb = j-component of thrust force vector in

body coordinate system, N

g = pitch component of angular rate vector ®
expressed in body coordinate system,
rad/s

r = yaw component of angular rate vector ®

expressed in body coordinate system,
rad/s

12-16
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u,v,w = components of missile inertial velocity

vector Vy, in body coordinate system, m/s

u,v,w = components of linear acceleration ex-
pressed in body coordinate system, m/s2,

The Euler equations (Eqgs. 4-51) are simplified by setting p
to zero, giving

<b = (gsin¢ + rcos¢) tan6, rad/s
6 = gcosd —rsing, rad/s
Y = (gsing +rcosd) /cos6, rad/s

(12-30)
where
g = piich component of angular rate vector ®
expressed in body coordinate system,
rad/s {deg/s)
r = yaw component of angular rate vector ®
expressed in body coordinate system,

rad/s (deg/s)
6 = Euler angle rotation in elevation (pitch), rad
. (deg)
9 = angular rate of Euler angle rotation in eleva-
tion (pitch), rad/s (deg/s)

¢ = Euler angle rotation in roll, rad (deg)

¢ = angular rate of Euler angle rotation in roll,
rad/s (deg/s)

= angular rate of Euler angle rotation in yaw,
rad/s (deg/s).

Egs. 12-28, 12-29, and 12-30 are integrated sinmulta-
neously, using the fourth-order Runge-Kutta method. The
Runge-Kutta procedure is contained in a subroutine named
RK4 (subpar. 12-2.18.1). The values of the dependent vari-
ables of the differential equations at the beginning of an
integration time step are input to RK4, and the values of
these variables at the end of the time step are output. The
inputs to Subroutine RK4 are in the formof an array desig-
nated the Y-array. The nunber of elenents in the Y-array is
equal to the number of differential equations being inte-
grated, and the values of the array elements are equal
respectively to the values of the dependent variables of the
differential equations. Thus on entering RK4 the Y-array is
filled by making the following variable substitutions:

12-17

Y(1) =g

Y(2)=r

Y(3)=u

Y(4) =v 3 (12_31)
Y(5) =w

Y(6) =y

Y(7) =8

Y(8) = ¢. )

In conputer |anguages such as FORTRAN, these variable
substitutions are conveniently made by enploying the
call-statenent argument |ist.

Subroutine DERIVS (subpar. 12-2.18.2), called hy Sub-
routine RK4, contains two sets of equations. The first set—
for solution of Egs. 12-28,12-29, and 12-30-is selected by
setting the flag DSET equal to unity before calling RKk4.

The Runge-Kutta procedure enploys four steps for each
integration tine step. Each Runge-Kutta step in RK4 calls
the Subroutine DERIVS, which calculates derivatives based
on the equations being integrated. The Subroutine DERIVS
uses an input array named V, and the values placed in V dif-
fer for each of the four Runge-Kutta steps. The output of
Subroutine DERIVS is an array naned DERIV, which con-
tains the calculated values of the derivatives. The output
array DERIV is renamed on each exit from DERIVS for use
in the final summation in the fourth step of Subroutine RK4.
The output of Subroutine RK4 is an array named YOUT
The array YOUT contains the values of the dependent vari-
ables of the differential equations at the end of the integra-
tion tine step. Thus, at the end of the current time step, i.e.,
at the beginning of the next tine step,

g=YO0OUT (1)

r=YOUT (2) g
u=YO0OUT(3)

v=YOUT (4) | (12-32)
w=YOUT(5)

Y = YOUT (6)

8=YOoUT(7)

¢ =YOUT (8).

12-2.15.2 Mssile Position

The conponents of missile velocity obtained by solving
Egs. 12-29 are expressed in the body reference frane,
which, in general, is arotating frame of reference. To use
the velocity vector to calculate nissile position, the velocity
vector (conponents u, v, and win body coordinate systen
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is transformed to the inertial earth coordinate system by
using

u
v, = I(T,,)|y| . ms  (12-33)
w
where
{T,4) = wransformation matrix (body-to-earth

coordinates), dimensionless.

The unit velocity vector uy, is calculated by normalizing
Vu

The differential equations yielding the conponents of the
mssile position vector in the earth coordinate systemare

P, (i) =V, (i), m/s

P, (j) = Vy(j), mis (12-34)
P, (k) = V), (k), m/s
where

P, (i) = i-component of rate of change vector of
missile position Py, m/s

PM(D = j-component of rate of change vector of
missile position Py, m/s

P)[k) = k-component of rate of change vector of
missile position Py, m/s

Vali) = i-component of missile velocity vector
VM‘ m/s

V(i) = j-component of missile velocity vector
VM’ m/s

Vadk) = k-component of missile velocity vector
VM. m/s.

Eqs. 12-34 are integrated numerically by entering Sub-
routine RK4 with

Y(1) = P, (i), m
¥(2) = Py (j)m
Y(3) = P, (k),m

(12-35)

where
Py(i) = i-component of missile position vector
P, in earth coordinate system, m
Py() = j-component of missile position vector
P, in carth coordinate system, m
Py(k) = k-component of missile position vector
PM in earth coordinate system, m

Vi - array nf Riunga . Wntta Quhrantine
i) = lllpul aiay Wi NGiIELVT Duta SUoIrouund

RK4.

The flag DSET is set equal to two in order to select the sec-
ond set of equations in the Subroutine DERIVS.

On exiting RK4 the missile position vector components
are given in earth coordinates by

P, (i) = YOUT (1), m
P, (j) = YOUT(2),m
P, (k) = YOUT (3),m

(12-36)

Assume that the ground level is at sea level. Calculate the
altitude of the mssile above the ground level by using
h=-Py(k), m (12-37)

where
h = missile altitude above sea level, m.

12-2.15.3 Target Position

For a target with constant velocity, target position is
updated fromthe position at the beginning of a time step to
the position at the end of the tine step, i.e., at the beginning
of the following tine step, by

Pr(t + A1) = Pr(f) + Vr(H)Ar, m (12-38)
where

Pr = position vector of target in earth coordi-
nate system, m

() = indicates value at beginning of current
time step, s

(t + Af) = indicates value at beginning of first suc-

ceeding time step, s

Vr = target inertial velocity vector in earth
coordinate system, m/s
At = integration time step, s. -

12-2. 16 UPDATE

Sinulated time is updated by using
1+ AN =t() + AL S (12-39)
where
t = simulation time, s.

Mssile mass is updated by using a difference equation to
simlate Eg. 6-2, i.e.,

m(t + Af) = m(t) - F, At/Isp,

kg (12-40)
where

Fm?f = magnitude of reference-thrust force, N

12-18
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1 specific impulse, N-s/kg

sp =
m = instantaneous missile mass, kg
(r) = indicates value at beginning of current

time step, §
(t + Ar) = indicates value at beginning of first suc-

ceeding time sten. s
....... g time step, §

At = integration time step, s.

The inputs for this exanple simlation include mssile
mass at launch and at burnout, the thrust profile, and the
specific inpulse. This combination of variables is redun-
dant, and the input value of specific impulse must be cor-
rectly matched to the conbination of the thrust profile and
the total mmss change in order for the mass calculated by Eq.
12-40 at burnout to mtch the input value m,

Assune that the location of the center of nmss varies lin-

early with the mass. The location of the center of mass x,
i's updated by using

mg — my,
(12-41)

mo— m
Xem = xcmo - (xcmo" xcmbo) , M

where
m = instantaneous missile mass, kg
m;,, = missile mass at burnout, kg
mg = missile mass at launch, kg
X., = instantaneous distance from missile nose
to center of mass, m

X = distance from missile nose to center of
mass at burnout, m

Xemy = distance from missile nose to center of
mass at faunch, m.

Assuming that the moment of inertia varies linearly with
the mass, the monent of inertia is updated using

mo-m ) 2
= ,kg-m

I=1,- (- Ibo)(mo— -
(12-42)

| S
wnere

I, = moment of inertia at burnout, l':g-x;‘l2
Iy = moment of inertia at launch, kg-m?.

Since the unit mssile centerline vector coincides with the
unit x-axis vector, the mssile centerline can be updated by
using the Euler angles:

cosBcosy

u_, = | cosOsiny . dimensionless

sin-0

17 AN
(12-43)

12-

where
u., = unit missile centerline axis vector in earth
coordinate system, dimensionless
© = Euler angle rotation in elevation (pitch),
rad (deg)
y = Euler angle rotation in azimuth (heading),
rad (deg).

The mssile angles of attack a and sideslip B:are updated
by using

o= Tan—l(!'-}), rad
u

(12-44)
-1 =
B = Tan (-1) rad
u
where
u,vw = componenis of missile inertial velocity
vector V), in body coordinate system, m/s
o = angle of attack of missile, rad (deg)
B = angle of sideslip of missile, rad (deg).

The negative value of v is required for the calculation of B
inorder to produce the correct yawing noment. (See discus-
sion in subpar. 7-3.2.1.1.1)

The total angle of attack at is updated by using

o= Cos"(uVMouc,), rad (12-45)
where
Uy = unit missile centerline axis vector in earth
coordinate system, dimensionless
uy,, = unit vector of missile velocity, dimension-
less
a, = total angle of attack, rad (deg).

12-2.17 TEST FOR MAXIMUM TIME OR
CRASH

If tis greater thant_or his less than zero, an appropri-
ate message is printed, and the simulation is ternmnated.
Otherwise, the simulation programreturns to |abel START
(subpar. 12-2.7) to begin the cycle of calculations for the
next time step.

12-2. 18 SUBROUTI NES

The subroutines that follow are called from the main pro-
gram

12-2.18.1 RK4

Subroutine RK4 implements the fourth-order
Runge-Kutta method of numerical solution of differential
equations by an algorithmpatterned after one given in Ref.
1. In the equations that follow each elenent of the array on
the left side of the equal sign is evaluated by enploying the

19



Downloaded from http://www.everyspec.com

M L- HDBK- 1211(M )

respective elements of the arrays on the right side of the
equal sign. The mathematical synbol”*" indicates nmulti-
plication.

First Step:
SET FLAG DSET
V=Y

MHNATY MTDDHTIIO

CALL DLIRIVD

DYDX = DERIV

Second Step:
V=YT
CALL DERIVS
DYT = DERIV
YT=Y+HH* DYT
Third Step:
V=YT
CALL DERIVS
DYM = DERIV
YT=Y+H*DYM
DYM = DYT + DYM
Fourth Step:
V=YT
CALL DERIVS
DYT = DERIV
YOUT =Y+ H6 * (DYDX
+ DYT +2* DYM).’
(12-46)

12-2.18.2 DERIVS

Based on the equations of notion, the Subroutine
DERIVS cal cul ates the values of derivatives and assigns
themto an array named DERIV. The inputs to Subroutine
DERIVS are contained in the V-array, which is filled at each
step in Subroutine RK4.

[f Subroutine DERIVS is entered with the flag DSET
equal to 1, then only Eqs. 12-47 need be eval uated.

DERIV (1)= M, /I
DERIV (2)= N, /1
FAx +Fp +F

X P4
DERIV (3) = —-2 LAN—

-[vinve) -ve)vi4)l
F, +F,
b
DERIV (4) = —

b _v(2)V(3)
F, +F

£

S

DERIV (5) = -—-i"-;z———z'i—V'(l)VO)

= {V)sin[V(8)]1}
DERIV (6) = *—— =57

LAV @ cos[V(8)1}
cos[V(7)]
DERIV(TY= V(1)cos[V(8)]
-V(2)sin[V(8)]
DERIV(8)= {V(1)sin[V(8)]}tan[V (7)]

+ {V(2)cos[V(8)]}tan [V(T)].]
(12-47) 4
W

If DSET =2, then only Eqgs. 12-48 need be evaluated.
DERIV (1) = V, (i), m/s | |
DERIV (2) = V,,(j), m/s (12-48)
DERIV (3) = V) (k), m/s

In simlations in which greater accuracy is required, dif-
ferential equations describing functions, such as rate of
change of nissile mass and rate of change of noment of
inertia, could be included in the set of differential equations
to be solved simultaneously. Thus mand | would be treated
as variables in Egs. 12-47 instead of being held constant
over the integration time step. Even greater accuracy could
be obtained by including differential quations that describe
seeker gimbal angle rates and control-surface deflection
rates. In this case aerodynamc forces and moments woul d
have to be reevaluated at each step in RK4.

12-2.18.3 MSDIS

Subroutine MSDIS is called fromthe routine that tests
closing speed, described in subpar. 12-2.9. Vhen the closing
speed V becomes negative, the program calls Subroutine
MSDIS to calculate the distance hetween the target and the

12-20
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mssile at the instant of closest approach, i.e., the mss dis-
tance. The mss distance vector Mis calculated in MSDIS
by using

Md= R - (R.uVT/M)“VT/M , M (7-39)
where
M, = miss distance vector in earth coordinate
system, m
Uy, = Unit vector in direction of velocity of tar-
get relative to missile in earth coordinate
system, dimensionless
R = range vector from missile to target in
earth coordinate system, m,

and the time 1, of closest approach is calculated by using

{ R \
‘u
{ = 1 - Em__i’f_’_‘il s (7-40)
ca - . V'"lll ’
i7m
where
¢t = simulation time, s
t,, = time of closest approach, s
Vs = magnitude of velocity vector of target rel-

ative to missile in earth coordinate sys-

tem, m/s.

Since variables change quickly during the integration
time step in which closest approach occurs, it maybe desir-
able to refine the endgame conditions by going back to the
time just preceding the closest approach, reducing the size
of the integration tinme step, and proceeding until V again
becones negative before evaluating Egs. 7-39 and 7-40.

12-2.18.4 TBE

Subroutine TBE* calculates the transformation matrix
[T,] for transformng vectors expressed in earth reference
coordinates to the body reference coordinates. The
earth-to-hody transformation matrix is a 3 x 3 matrix given
by

cOcy cBsy -5
[T,,] = |-sy cy 0 | dimensionless

sOcy sOsy cO

(12-49)
where
50 = sin b
0 = cos 0
sY = siny
Y = Cos .

12-2.18.5 TEB

Subroutine TEB calculates the transformation matrix
[T,] for transforming vectors expressed in body reference
coordinates to the earth reference coordinates. The
body-to-earth transformation mtrix is the transpose of the
earth-to-hody transformation matrix given by

cBey —sy sbcy

[T,,,] = |cOsy cy s@sy| » dimensionless.
L-s6 0 O _

(12-50)

12-2.19 RESULTS

The equations and procedures described in subpars.
12-2.5 through 12-2.17 were inplemented on a digital com
puter, and results for a sinulated flight are given in Figs.
12-2 through 12-11. In this exanple the target is flying a
straight and level path at an altitude of 3 kmand a speed of
250 ms, and the target flight path is offset laterally 1 km
fromthe nmssile launch site. At the instant of missile Iaunch
the target is inbound at a downrange distance of 4 kmfrom
the launch site.

The guided missile flight path generated by the simla-
tion passes within a miss distance of 0.01 mof the track
point on the target (assumed to be the center of mass of the
target). The introduction of countermeasures or noise on the
gui dance signal would of course cause the miss distance to
be increased. The time of flight to intercept is 7.6s.

Fig. 12-2 shows a top view of the engagement. Since the
launcher is aimed directly at the target at the time of launch,
the proportional navigation guidance causes the nissile to
turn in a direction to lead the target-as is required to strike
a mving target. This nissile maneuver is initiated when
guidance. is turned on (0.5s). At this early time in the flight,
the mssile speed is slow which causes the amount of |ead,
and, therefore, the amount of the maneuver to be overesti-
mted. As the nmissile gains speed, the mssile flight path is
corrected, as shown by the slight “s" curvature at the begin-
ning of the mssile pathin Fig. 12-2.

Fig. 12-3 shows a side view of the engagement projected
onto the xz-pkne. If the mssile launch site is considered
to be in the plane of the paper, the target flight path is paral-
lel to the plane of the paper and 1 kmtoward the viewer.
The initial missile pull-up, which produces the vertical com
ponent of the lead angle, is visible in this view

*The notation most often encountered in the literature places the subscript for the destination reference frame first, followed by a slash and
the reference frame fromwhich the vector is being transformed. Thus [T,] is the transformation matrix that transforms a vector to the body

frame fromthe earth frane.
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Figure 12-3. Side View

Fig. 12-4 shows the speed history of the mssile. The
slight perturbation of the speed during the first 2 s is caused
by the increased drag that results fromthe mssile maneu-
vers. The pronounced change in the speed starting about 4 s
into the simlated flight is the result of thrust termnation.

Fig. 12-5 shows the history of the filtered signal that rep-
resents the angular rate of the mssile seeker head. Fig.
12-5(A) shows the rate history in the pitch channel, and Fig.
12-5(B) shows the rate history in the yaw channel. The
objective of proportional navigation is to cause the mssile
to fly a path that brings the seeker angular rate to zero. AS
the mssile approaches the target and flies within a fraction
of a meter of it, the seeker angular rate suddenly becomes
very large, as shown in the figure at a time of 7.6s, the time
of intercept.

of Simulated Engagenent Xeze-Pl ane
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Figure 12-4. Mssile Speed History
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Figure 12-7. Fin Deflection Angle Histories

The pitch and yaw rotational monents on the missile-
caused by the conbination of fin deflections, the restoring
moment fromthe resulting angle of attack, and the damping
effect of the mssile angular rate-are shown in Fig. 12-8.
The angular motion of the missile is simlar to the behavior
that would result fromthe spring analogy illustrated in Fig.
5-7. When the control fins are initially deflected a large
moment is generated and the mssile rotates and overshoots
the trimangle of attack. A restoring noment is generated to
rotate the mssile back toward the trimcondition; this
results in an oscillatory notion. The danping moment
causes the oscillations to dimnish until trim conditions are
achi eved.
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Figure 12-8. Mssile Rotational Mnent His-
tories

The angle-of-attack and angle-of-sideslip histories that
result fromthe noments applied to the missile are shown in
Fig. 12-9. During the half second before guidance is initi-
ated, the angle of attack begins to increase slightly because
gravity causes the mssile flight path to deviate downward
fromthe direction the mssile is initially pointed as it |eaves
the launcher. The restoring nonent, caused hy this small
angle of attack, rotates the missile downward to point into
its relative wind, this reduces the angle of attack essentially
to zero by the time guidance is initiated. Fig. 12-10 shows
the total combined angle-of-attack history.
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tories Figure 12-6. Lateral Acceleration Command
Histories

The response of the autopilot to the seeker angular rate
signal is to issue actuator pressure commands to deflect the
mssile control surfaces. Internediate to issuing these com
mands, there are inplied lateral maneuver acceleration
commands that result fromthe particular inplenentation of
proportional navigation. These lateral maneuver accelera-
tion commands are shown for the pitch and yaw gui dance
channels in Fig. 12-6. Fig. 12-7 shows the resulting fin
defl ecti ons.
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(cont'd on next page)
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APPENDI X A
COCRDI NATE SYSTEMS

A-0 LIST OF SYMBOLS
Cy= —v+ v + w’, dimensionless

Cy= =w+ N Ve w , dimensionless
¢ = cosine function of an angle (e.g., ¢ = cos 8),
dimensionless
D = aerodynamic drag force, N

F,, = aerodynamic force vector expressed in the body

reference frame, N
F,,, = aerodynamic force vector expressed in the wind
reference frame, N
i, j, k = unit vectors in the direction of the x-, y-, and
z-axes respectively, dimensionless
i, = unit vector in the direction of the x-axis of body
reference frame. dimensionless
= aerodynamic lift force, N
p. g, r = components of angular rate vector ®
expressed in body coordinate system
(roll, pitch, and yaw tespectively), radls (deg/s)

sine function of an angle (c.g., 56 = sin 6), di-

mensionless
[Tyl = tracker-to-body coordinate transformation
matrix, dimensionless
[T,4] = body-to-earth coordinate transformation
matrix, dimensionless '
[Te,g} = guidance-to-earth coordinate transformation
matrix, dimensionless
[T_4] = target-to-earth coordinate transformation matrix,
dimensionless
wvw = i-, j-, k-components, respectively, of absolute
velocity vector V), expressed in body coordi-
naie sysiem, m/s
Vys = missile velocity vector, m/s
Vyp = magnitude of missile velocity vector, m/s
v}, = vector in body coordinate system
v, = vector in earth coordinate system
v, = vector in tracker coordinate system
v, = vector in target coordinate system

2]
l\l

ot
Xp.¥b, 2p= Coordinates of a body reference frame

X,,Ye:2e = coordinates of a fixed (earth) reference frame
Xg.Yg:Z = coordinates of a guidance reference frame

X;.,Ys, X = coordinates of a tracker (seeker) reference frame
X,.¥;.2; = coordinates of a target reference frame

Xy 2w = coordinates of a wind reference frame

o, = total angle of attack, rad (deg)
= Euler angle rotation in elevation (pitch) of
body frame relative to earth frame, rad (deg)

@, = elevation angle relative to the earth frame of
initial range vector from the missile to the target
at the instant of launch (or trigger), rad (deg)

6, = Euler angle rotation in the pitch plane of the
seeker boresight axis relative to the body frame,
rad (deg)

6, = Euler angle rotation in elevation (pitch) of target
frame relative to earth frame, rad (deg)

¢ = Euler angie rotation in roil of body frame
relative to earth frame, rad (deg)

¢, = Euler angle rotation in roll of target frame
relative to earth frame, rad (deg)

y = Euler angle rotation in azimuth (heading) of
body frame relative to earth frame, rad (deg)

Y, = azimuth angle relative to earth frame of initial
range vector from the missile to the target at the
insiant of launch (or trigger), rad (deg)

Y, = Euler angle rotation in the yaw plane of the
seeker boresight axis relative to the body frame,
rad (deg)

v, = Euler angle rotation in azimuth (heading) of tar-
get frame relative to earth frame, rad (deg)

A-1 | NTRODUCTI ON

A described in subpar. 3-3.3, several different coordinate
systems are enployed in nissile fight sinulations. Each
coordinate systemhas certain advantages that facilitate
mat hematical modeling of a particular aspect of nissile
fright.

A-2 COORDI NATE SYSTEM CONVEN-
TI ONS

The positive directions of coordinate system axes and the
directions of positive rotations about the axes are arbitrary,
and different conventions are found in the literature. For
applications to mssile flight simulations, however, right-
handed orthogonal coordinate systems and right-handed
rotations are generally enployed. In such systens

ixj=k
jxk=i (A-1)
kxi=j[
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where
i = unit vector in the direction of the x-axis
j = unit vector in the direction of the y-axis
k = unit vector in the direction of the z-axis.

A positive rotation of a coordinate system about a given
axis is defined as the direction that the right-hand fingers
curl when the thumb is pointed in the direction of the rota-
tional axis. Stated another way, positive rotations are clock-
wise when viewed fromthe origin, looking out along the
positive direction of the axis. These conventions are illus-
trated in Fig. AL

Wen Euler angles are enployed in the transformtion of
a vector expressed in one reference frame to the expression
of the vector in a different reference frane, any order of the
three Euler rotations is possible, but the resulting transfor-
metion equations depend on the order selected. The gener-
ally accepted order for applications to nissile flight
simlation is that the first Euler rotation is about the z-axis,
the second is about the y-axis, and the third is about the »
axis. Wth reference to missile body orientation, the result-
ing order is yaw pitch, and roll. Wth reference to geograph-
ical orientation, the resulting order is azimith (heading),
elevation (pitch), and roll (bank angle).

A-3 COCRDI NATE SYSTEM DEFI NI -
TI ONS

In mssile flight sinulations it is sometimes advantageous
to define special coordinate systems to sinplify the equa-
tions describing subsystem performance; however, in the
myjority of cases relatively few coordinate systens are
needed. The nost common coordinate systems are
described in the paragraphs that follow, and equations for
the usual transformations between themare given:

P
s

y

Figutre A-1. Coordinate System Conventions

A2

A-3.1 EARTH COORDI NATE SYSTEM

For the surface-to-air missile simlations described in
this handbook, the earth is considered to be flat and nonro-
ating, thus avoiding the necessity for calculating the Corio-
lis accelerations related to the rotation of the earth and the
changes in the direction of gravity as the missile moves over
the surface of the earth. The earth is also considered to be
fixed relative to inertial space, thereby meking the earth
coordinate frane an absol ute (inertial) frane of reference in
which Newton's laws apply.

The earth coordinate systemis defined by a set of axes x,
y, and z, illustrated in Fig. 3-1(C). The x- and y-axes
l1e in a horizontal plane, and the z-axis is pointed vertically
downward. Although the earth coordinated system can be
defined with the origin at any convenient location, a com
mon definition places the origin at sea level with the upward
extension of the z-axis passing through the nissile
launcher. This causes the magnitude of the negative z-coor-
dinate of the nissile position vector at any point in the flight
to be equal to the altitude of the mssile above sea |evel,
which is the parameter needed to enter atmospheric tables.
The azimuthal direction of the x-axis is arbitrary. Wen the
sinilated flight is to be related to a map, the x-axis is often
defined as pointing north; this causes the y-axis to point
east. Vhen the nissile smula tion is to be enployed to cal-
culate launch boundaries, the x.-axis is commonly pointed
in the general downrange direction (the direction from
which threats arrive). In applications in which the geograph-
ical relationships anong different sinulated flights are
uni nportant the x-axis is usually oriented so that the target
position at the time of mssile launch lies in or near the xz-
pl ane.

The primry purpose of the earth coordinate systemis to
descrihe the positions of the nissile and target during the
engagenent and as an inertial frame of reference for appli-
cation of Newton's laws of motion.

A- 3.2 BODY COCRDI NATE SYSTEM

The body coordinate systemis defined by the set of axes
X, ¥, and z, as illustrated in Fig. 3-1(B). The origin of the
body coordinate systemis located at the instantaneous cen-
ter of mss of the mssile, and the x-axis is parallel wth the
body longitudinal centerline and points toward the nose of
the mssile. At the instant of launch the y-axis of the body
coordinate systemlies in a horizontal plane, i.e., a plane
parallel to the xy.-plane, and is directed to the right as
viewed by an observer at the launcher facing in the direction
the mssile is pointing. The Z-axis conpletes the right-
handed triad, pointing in a direction below the horizontal.

A body coordinate systemcan be defined as rolling or
nonrol ling, causing a distinction to be made in the methods
of handling the subsequent directions of the y- and z,-axes
during maneuvering flight. At the instant of launch the three
axes of a rolling body coord| nate systemare identical with
those of a nonrolling body coordinate system As the nissile
body rotates about its three axes during flight, however, the
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rol1ing body coordinate system duplicates the angul ar
motion of the missile about all three axes, whereas the non-
rolling hody coordinate system duplicates the mssile rota-
tional notion only about the pitch and yaw axes. In other
words, the rolling body coordinate system behaves as if it
were firmy attached to the missile body, and the nonrolling
body coordinate system behaves in the same manner except
that it does not experience roll about the x-axis (mssile
centerline axis).

The instantaneous angular orientation of the body coordi-
nate systemrelative to the earth coordinate systemis

described by the three Euler angles ¥ ©, and ¢ '(Fig. 4-2).

Thi's orientation is calculated in a simlation by integrating
the Euler angle rate equations, Egs. 4-51. The angular
motion of the rolling body coordinate systemis calcul ated
using all three conponents of mssile angular rate p, g, and
r, whereas to calculate the angular motion of a nonrolling
body coordinate system the value of p, i.e., mssileroll rate
about its centerline axis, is set to zero.

The rolling body coordinate systemis enployed in full
si x-degree-of -freedom si nul ations and provides the means
to calculate the mssile roll angle as the missile responds to
rolling noments. In simulations that do not require explicit
calculation of roll angle, the equations can be sinplified by
using a nonrolling body coordinate system In this case ms-
sile roll rates may still be calculated by integrating Egs. 4-
46, but the instantaneous roll angle of the mssile is never
cal cul at ed.

The primary inportance of the hody coordinate systemis
that it facilitates calculations of body rotational notion
since the principal rotational axes of the body are aligned
with the axes of the coordinate system (subpar. 4-5.2). The
body coordinate systemis also used to cal culate the direc-
tion of the thrust force and any moments on the body caused
by thrust msalignment.

A-3.3 WND COORDI NATE SYSTEM

The wind coordinate systemis defined by the set of axes
X,Yy,and z, If there is no atnospheric air nmovement
(wind) relative to the inertial earth coordinate system the
x-axis is parallel with and in the sane direction as the ms-
sileinertial velocity vector. Thus the total inertial velocity
vector has no components on the y,; and z;axes. The roll
orientation of the y,; and z;axes can be defined to suit the
needs of the particular application.

For exanple, a convenient orientation of the wind refer-
ence frane relative to the body reference frame is illustrated
inFig. 3-1(F). To achieve this orientation, the wind coordi-
nate systemis rolled about the x;axis such that the mssile
centerline axis (x-axis) lies in the xz-plane. Thus the
plane of the total angle of attack, i.e., the plane formed by
the mssile centerline axis and the missile inertial velocity
vector, coincides with the xz-plane; therefore, the total

A-3

aerodynamic force vector lies in that plane. The direction of
the y;axis is defined as the vector cross product (V,X xi,).
as illustrated in Fig. 3-1(F). The z,;axis conpletes the right-
handed triad.

A- 3.4 GUI DANCE COCRDI NATE SYSTEM

The guidance coordinate system enploys the set of axes
X, Yo Z, asillustrated in Fig. 3-1(D). The origin of the
gui dance coordinate systemis located at the center of mass
of the mssile. The x-axis is directed along the initial range
vector fromthe mssile to the target at the instant of Iaunch
(or trigger). The y-axis is horizontal to the right, and the z-
axi s completes the right-handed triad. The guidance coordi-
nate systemtranslates with the mssile but has no angular
moti on.

A-3.5 TRACKER ( SEEKER)
SYSTEM
The equations in Chapter 8 for sinulating seeker perfor-

mance enpl oy vectors expressed in the earth reference sys-

tem In some applications of target tracker sinulations,

however, calculations relating the signals from several radi-

ating sources within the field of viewof the tracker (subpar.

8-2.1.3) may be facilitated by using a tracker coordinate
system (ne such coordinate systemis defined by the set of
axes X, Y, z, as shownin Fig. 3-1 (E). The x-axis is aligned
with the boresight axis of the seeker. The y- and z-axes are
identical with the y- and z-axes when the seeker horesight

axis is aligned with the missile centerline. Angular displace-

ments of the seeker reference frame fromthe body reference
frame are described by the Euler angles ¥ in the yaw plane
and € in the pitch plane, executed in that order. The seeker
coordinate systemdoes not roll relative to the body refer-
ence frane.

A-3.6 TARGET COORDI NATE SYSTEM

The target coordinate systemis the set of axes, Xp ¥p 2p
illustrated in Fig. 3-1(A). The originis located at the center
of mass of the target. The x-axis points forward and is par-
allel with the fuselage reference line of the target aircraft.
The z-axis is perpendicular to the x-axis and points down-
ward when the target aircraft is in normal, level flight. The
y-axis conpletes the right-handed triad.

The target coordinate systemis used primrily to define
the target signature. It is also enployed when mssile fuzing
and warhead performance are included in the simlation.

A-4 COCORDI NATE SYSTEM TRANSFOR-
MATI ONS

In mssile flight sinulations, vectors expressed in one
coordinate system frequently must be transformed into a
different coordinate system Matrix transformtion equa-
tions for some of the nost common transformations are
described in the subparagraphs that follow

COORDI NATE
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A-4.1 BODY TO EARTH

A vector v expressed in the body coordinate systemis
transformed to the earth coordinate system by the matrix
equati on:

Ve = [Tdb]"b (A-2)
where
¢ = cosine function (e.g., ¢ = cos 8), dimension-
less
o= cinn fimntian (o 0 ol = cin Q) Aimancianlace
O = OV 1UULVUIVL \VeE ey OU == Olil V), UiLIIWHOIUVIIIVOS
[Z.4] = body-to-earth transformation matrix,

r _ ) _ 1
cBcy  sPsOcy—chsy  chdsBcy + sosy
cOsy  sOsOsy + cdcy  cOsOsy — shcy

PYs) Py, Py a) i D
L -y .)IPL v b\}lb v J
dimensionless
w. = wantarin haduv annrdinats cuctam
Vb o= VALLUL 213 uuu] WAL R EA A a] D335
v, = vector in earth coordinate system
0 = Euler angle rotation in elevation (pitch) of
body frame relative to earth frame, rad (deg)
¢ = Euler angle rotation in roll of body frame

relative io earih frame, rad {(deg)
y = Euler angle rotation in azimuth (heading) of
body frame relative to earth frame, rad (deg).

A-4.2 WND TO BODY
Wen the wind coordinate systemis defined as in Fig. 3-

1(F), the aerodynanic force vector Fais expressed in the
wind system as

-D
F, =|o (A-3)
L
where
D = aerodynamic drag force, N (always positive)
F, = aerodynamic force vector expressed in the

wind reference frame, N
L = aerodynamic lift force, N (always positive).
The aerodynamic force vector is transformed to the body
coordinate system to determine FAb by using

r o, Q saj
Fy = |-Cisa, 0 CpeoF, (A-4)
- o0y 0 rey
where
Ci= -v+ .A,/vz + wz , dimensionless
2 2 .. .

Cy = -w+ Jv" +w , dimensionless

o, = oS O,

s, = sin @,

’

A4

u,v,w = i-, j-, k-components, respectively, of absolute
velocity vector V,, expressed in body
coordinate system, m/s

Vs = magnitude of missile velocity vector, m/s

o, = Cos'l(-vu—) , total angle of attack, rad (deg).
M
Eqg. A4 is derived fromEqs. 4-13, 4-14, and 7-1. The

mtrix in Eq. A4 applies specifically to the vector Fa,as
defined in Eg. A-3; it is not a general transformation matrix.

A-4.3 QU DANCE TO EARTH
A vector v expressed in the guidance coordinate systemis
transformed to the earth coordinate system by

v, = [T I, (A-5)
where
(Tl = guidance-to-earth coordinate transformation
matrix,
cegcwg -y, segc\pg
cegs\yg oy, seg.\'\ys :
| =8, 0 c,
dimensioniess
v, = vector in earth coordinate system
Vg = vector in guidance coordinate system
6, = elevation angle relative to the earth frame of
initial range vector from the missile to the
target at the instant of launch (or trigger),
rad (deg) _
v, = azimuth angle relative to earth frame of initial

range vector from the missile to the target at
the instant of launch (or trigger), rad (deg).

A-4.4 TRACKER (SEEKER) TO BQODY

A vector v expressed in the seeker coordinate systemis
transformed to the body coordinate system by

vy = [Ty 1¥s (A-6)
where
[T4y] = tracker-to-body coordinate transformation

matrix,

[cegcws -y, segcw;l

cBsy,. oy, sOsy )

~s8, 0 b,

dimensionless

v, = vector in body coordinate system

v,

s = vector in tracker coordinate system
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6, = Euler angle rotation in the pitch plane of the
seeker boresight axis relative to the body
frame, rad (deg)

y, = Euler angle of rotation in the yaw plane of the
seeker boresight axis relative to the body
frame, rad (deg).

A-4.5 TARGET TO EARTH

A vector v expressed in the target coordinate systemis
transformed to the earth coordinate system by

where
{T.4] = target-to-earth coordinate transformation
matrix,
{ce,c\v, 50,50,cy, ~co sy, cds0.cy +5bsY,
~A cwr cth ¢B owf 4~ oW rth c8 W — cth rW
hihd b g SRV Y PRI Y Tty S Y
[ -56, s¢,c6, c$,ch,
dimensionless

v, = vector in earth coordinate system

v, = vector in target coordinate system

6, = Euler angle rotation in elevation (pitch) of tar-
get frame relative to earth frame, rad (deg)

¢, = Euler angle rotation in roll (bank) of target
frame relative to earth frame, rad (deg)

y, = Euler angle rotation in azimuth (heading) of
target frame relative to earth frame, rad (deg).

A-5 QUATERNI ONS

In 1843 to extend three-dimensional vector algebra to
include nultiplication and division, Sir WIliam Rowan
Hamilton found it necessary to invent an algebra for qua-
drupl es of nunbers, which he named quaternions (Ref. 1). A
quaternion is represented by four nunbers witten in a defi-
nite order. Quaternions can be interpreted geonetrically as
operators on vectors.

In par. A2 the transformation of a vector from one coor-
dinate systemto another was described by three successive
rotations about the three coordinate axes performed in a
specified sequence. These Euler rotations lead to the trans-
formation equations described in par. A4, which enploy
matrices of direction cosines, the nine elements of which are
specified in terms of the Euler rotation angles. As an alterna-
tive approach, however, it is possible to rotate from one
coordinate frame to another by a single rotation about an
appropriately selected axis of rotation (generally, not one of
the axes of either reference frane). Thus the alternative
approach requires the manipul ation of only four parane-
ters-the three coordinates of the axis of rotation plus the
angl e of rotation. Quaternion algebra can be used to inple-
ment such four-elenent transformations.

A-5

Advant ages of quaternion transformations over Euler
transformations are fewer calculations per transformation,
avoi dance of singularities that occur in Euler transforma-
tions when the pitch angle @ reaches 90 deg, and usually
avoi dance of conputing trigononetric functions. The use of
quaternions should be considered for real-time (or faster-
than-real-tine) applications because of their potential for
conputational speed advantage over other nethods.
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APPENDI X B
ATMOSPHERI C MCODELI NG

B-0 LIST OF SYMBOLS
a = lapse rate, K/m
go = acceleration due to gravity at earth surface, m/s’
{equivalent to N/kg)
altitude for which atmospheric properties are to be
calculated, m
reference altitude (e.g., sea level or earth surface), m
pressure at altitude h, Pa
barometric pressure, Pa
vapor pressure of water, Pa
given pressure at altitude hy, Pa
gas constant (287.05), N-m/(kg-K)
relative humidity, %
temperature at altitude &, K
atmospheric temperature, °C
given temperature at altitude af, K
speed of sound at altitude #, m/s
ratio of specific heats (1.4), dimensioniess
density at altitude &, kg/m®
pm = mixture density, kg/m’

h

D NN T I T
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B-1 | NTRODUCTI ON

The atnosphere interacts with nmissiles in two basic ways.
First, the flow of atmospheric air over the surfaces of the
mssile produces aerodynanic forces and noments. Second,
the ability of the atmosphere to transnit electromagnetic
signals inpacts on the performance of a missile seeker.

As discussed in par. 5-5 the primary atmospheric proper-
ties enployed in aerodynamic calculations are density, pres-
sure, and speed of sound. For simulations that calculate
Reynol ds nunber, atmospheric viscosity also is required. As
discussed in subpars. 2-2.1.1 and 2-2.1.2, the transnissibil-
ity of electromagnetic radiation through the atmosphere is
largely determined by conditions in the atnosphere, such as
water vapor content, carhon dioxide content, smoke, haze,
rain, and snow

Mssile flight simulations enploy tables or models of the
atmosphere to provide values of atmospheric properties at
the instantaneous altitude of the missile for each computa-
tional cycle.

B-2 SOURCES OF ATMOSPHERE DATA

Sources from which atmospheric data can be selected for
aerodynami¢ calculations include internationally accepted
tables for a standard atmosphere, tables based on average
local experience at a given test range, tables based on a stan-
dard hot day or a standard cold day, a conplete set of mea-
surements of atnospheric properties made at the time and
location of a specific flight test, or calculations that extrapo-

B-1

late atnospheric data from inconplete measurements or
estimtes. As in other aspects of missile modeling, the
source of atnospheric data used in a simulation depends on
the objectives of the simulation and the availability of data.

For nissile sinulations that are not intended to be com
pared with flight tests, it is not critical that the atmospheric
data be precise because in actual operational flight the atno-
spheric properties will vary fromone flight to the next. Ms-
sile flight simulation results, however, are often compared
with the results of other flight simulations, and the use of a
comon standard atmosphere facilitates such conparisons.

If asimlated flight is to be compared with fright-test
data, actual measured atmospheric conditions at the time of
the flight test should be used in the simulation. Cften, atno-
spheric properties are measured throughout the altitude
regime of a specific fright test, and extensive measurenents
are taken immediately hefore and after the flight. Measure-
ments of tenperature and pressure at only the surface of the
earth are much less expensive and may be adequate for
some applications when they are extrapolated mathemati-
cally to other altitudes.

Sources of data for electromagnetic transmission charac-
teristics of the atmosphere include graphs such as Figs. 2-3
and 2-11 and conputer prograns that are available for pre-
dicting the transmission properties of the atnosphere under
various conditions (Ref. 1).

B-3 ATMOSPHERI C PROPERTI ES

The properties of the US Standard Atnosphere (1976) are
described and presented in tabular formin Ref. 2. Table B-1
is an abbreviated table of pressure, density, speed of sound,
and kinematic viscosity for geometric altitudes up to 24,000
m

B-4 MODELI NG ATMOSPHERI C PROP-
ERTI ES

Atmospheric properties are modeled in a typical simla-
tion by including tables of the appropriate atmospheric
paraneters as functions of altitude. The simulation contains
table lookup routines that are exercised at each conputa-
tional time step to match atmospheric properties with the
instantaneous altitude of the missile. Polynonial and expo-
nential curve fits to the data tables are sometinmes substi-
tuted for the tables to sinplify data input and, in some cases,
to reduce conputation tinme.

In applications in which measured atmospheric data are
available at only one or a few altitudes, the atnosphere is
mdeled in a flight simlation by using equations that
extrapolate or interpolate data according to known princi-
ples of atmospheric variation with altitude. These equations
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TABLE B-1. PROPERTIES OF US STANDARD ATMOSPHERE (1976)
ALTITUDE, | PRESSURE, | DENSITY, SEE;E,‘,?,SF I\(,III:E‘L;I:#'I&
m Pa kg/m? sl mws
0 101,325 1.2250 340.29 1.4607E-5
2,000 79,501 1.0066 332.53 1.7147E-5
4,000 61,660 0.81935 324.59 2.0275E-5
6.000 47,217 0.66011 316.45 2.4161E-5
8,000 35,651 0.52579 308.11 2.9044E-5
10,000 26,499 0.41351 299.53 3.5251E-5
12,000 19,399 0.31194 295.07 4.5574E-5
14,000 14,170 0.22786 295.07 6.2391E-5
16,000 10,352 0.16647 295.07 8.5397E-5
18,000 7,565.2 0.12165 295.07 1.1686E-4
20,000 5,529.3 0.088910 295.07 1.5989E-4
22,000 4,047.5 0.064510 296.38 2.2201E-4
24,000 29717 0.046938 297.72 3.0743E-4
are hased on hydrostatic theory, the equation of state for air, V, = JART, ms (B-4)
and the observed behavior of atnospheric tenperature with
altitude. For altitudes up to about 11,000 m above sea |evel, where

experinental data show that the atmospheric tenperature
decreases nore or less linearly with altitude. This regionis
called the troposphere. Extending above the troposphere to
an altitude of about 21,000 mis an isothermal region known
as the stratosphere within which the atmospheric tenpera-
ture is approxinately constant with altitude.

Equations used to extrapolate atmospheric properties are
often based on the fol | owing sinpligying assunptions:

L The air is dry.

2. The air hehaves as a perfect gas.

3. The gravity field is constant.

4. The rate of change of tenperature with altitude
(lapse rate) is constant within a specified altitude region.
Then, given the conditions at any altitude within the tropo-
sphere, for exanple, and an assumed or neasured |apse rate,
the atnospheric properties at a higher altitude within the
troposphere can be calculated by using

T=T, +ath-h), K (B-1)
T -30/(4R)
p=p(£)" s ®2
1
p=%%kum3 (B-3)

B-2

a = lapse rate, K/m
8o = acceleration due to gravity at earth surface,
m/s? (equivalent to N/kg)
h = altitude for which atmospheric properties are to

ha ralanlatad o
UC LalLuiaital, L1l

h; = reference altitude (e.g., sea level or earth sur-
face), m
p = pressure at altitude 4, Pa
p1 = given pressure at altitude k;, Pa
R = gas constant (287.05), N-m/(kg-K)
T = temperature at altitude k, K
T, = given temperature at altitude h;, K

"{i' = speed of sound at altitude h, m/s

Speve Ui SURAL &L sAdllRlL

¥ = ratio of specific heats (1.4), dimensionless
p = density at altitude k, kg/m>.
A typical lapse rate within the troposphere is 0.0065 K/'m
Wthin the stratosphere the standard |apse rate is assuned
to be zero, and Eq. B-2 is replaced hy

p=pexp[-E(h-h) P2 (e

where hoth subscripted and unsubscripted variables are con-
sidered to be within the stratospheric region. Eq. B-3is used
to calculate the density, and Eq. B-4 predicts the speed of
sound, which is constant within the stratosphere since the
tenperature is constant.
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The atnmosphere is actually a mxture of air and water
vapor. The relative amount of water vapor is described by
the relative humdity. The total atmospheric pressure (the
pressure measured by a baroneter) is the sum of the vapor
pressure and the air pressure. Also the mixture density is the
sum of the mass of air and the mass of water vapor per cubic
meter of the mixture. The previous assunption of dry air
can be relaxed if the baronetric pressure and the relative

humdity are known. The mixture density can be calcul ated
by using

(p, =0.379p,

) ) vo/en’
P = RT ,kg/m

(B-6)

where
pp = barometric pressure, Pa
py = vapor pressure of water, Pa
P, = mixture density, kg/m>.

The vapor pressure can he determined directly froma wet-
and-dry-bul b hygrometer reading, or it can be cal cul ated
using the relative humdity by (Ref. 3)

p, = r[1.286 + 1.694E - 3(1.8T, + 32)***%],Pa (B-7)

B-3

where

r = relative humidity, %

T, = atmospheric temperature, °C.
The lapse rate a is also affected by nonstandard humdity
conditions. Egs. B-1 through B-5 are made applicable to
nonstandard humdity conditions by using a known or esti-

mated |apse rate in Egs. B-1 and B-2, replacing Eq. B-3
with Eg. B-6, and letting P = Pm
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GL OSSARY

A
Absolute Acceleration. Acceleration relative to an inertial
reference frame.

Absolute Velocity. Velocity relative to an inertial reference
frane.

Accreditation. An official deternination hy management

that a nodel or sinulation is acceptable for a specific
pur pose.

Aeroel asticity. Eastic deformation of the airframe caused by
aerodynami ¢ | oads.

Air-Augmented Rocket. Rocket motor that uses captive at-
mospheric air to increase thrust.

Airframe Danping. The effect of aerodynanic forces that
suppress oscillations of the airfrane.

Aliasing (Frequency Fol dback). Phenomenon that occurs in
the discrete sampling of continuous functions when the
hi gh-frequency conponents in the spectrum of the con-
tinuous function are erroneously fol ded hack and appear
as | ower-frequency conponents in the spectrumof the
discrete sanple. If the time intervals between samples is
H seconds, the highest frequency in the continuous func-
tion that can be defined in the sample is I/(2H H
(called the Nyquist frequency).

Anechoi ¢ Chanber. Enclosed netal chamber that has inter-

nal surfaces covered with materials that absorb radio fre-
quency energy rather than reflect it.

Angle of Attack. Angle between nissile centerline and ve-
locity vector relative to the air.

Areal Density. Density per unit area.

Aspect Angle. Azimuth and elevation relative to the target of
the line of sight between a sensor and the target.

Autopilot Gains. Amplification settings for functions per-
formed by the autopilot.

B

Backscattering Cross Section. Scattering cross section
when the aspect of the target relative to the illuminator
is the same as that relative to the receiver,

Bayesian Updating. A statistical method by which probabil-
ities are calculated that the observed test data conform to
various alternative hypothesized nodel formulations.

Beam Ri der Qui dance. Quidance technique in which the
mssile flies along a tracking beam from the launcher to
the target.

Bistatic Cross Section. Scattering cross section when the as-
pect of the target relative to the illuminator is different
from that relative to the receiver.

Boost-Gide. Propulsion systemin which there is no addi-

tional thrust after the missile is accelerated to its mxi-
mm speed.

Gl

Boost - Sustain. Propul sion systemin which a small thrust is
applied to sustain missile speed after acceleration,
Boresight Axis. Central pointing direction of a device such
as a target tracker.
C
Chaff. Small radar reflectors released in huge quantities in

the atmosphere to forma cloud that resenbles a target or
that msks a target.

(utter. Radar signals reflected fromscattering points in the
background of a scene.

Command and Control. Personnel, materiel, and procedures
used to exercise nlitary force.

Conmand Qui dance. Qui dance technique in which maneu-
ver comands are transnitted froman external guid-
ance processor (located on the ground) to the nissile.

Command-t o- Li ne-of - Sight ~ Gui dance.  Gui dance techni que
in which maneuver conmands are transnitted to the

mssile to cause it to fly along the line of sight from the
launcher to the target.

Conmanded Seeker Tracking Rate. The angular rate that
the seeker is commnded to achieve to change its point-
ing direction.

Compressibility Effects. Characteristics of fluid flow caused
by fluid compressibility.

Control Channel. Sequence of guidance and control func-
tions that determne the maneuvering of a nissile in a
given plane, such as the pitch control channel or the yaw
control channel.

Coriolis Acceleration. Acceleration of a body relative to a

rotating reference frame caused by a combination of the
motion of the reference frame and the notion of the
body relative to the reference frame.

Count ermeasures. Measures taken by a target to decrease
the probability of its being damaged by the nissile.

Cross Coupling (aerodynamic). Effect of nissile motion
about one axis on notion about a different axis.

Cruci form Symmetry. Form of symetry in which a missile
is symetrical about the longitudinal axis in both the
pitch and yaw planes and the nissile cross sections in
the pitch and yaw planes are identical.

Current Time Point. Instantaneous simulated time at which
flight parameters are currently being cal cul ated.

D

Damping Ratio. Ratio of the amount of danping actually
present in a systemto the amunt of danping required
to prevent oscillatory motion.

Decoy. Device intended to distract attention (or mssile seek-
ers) fromthe true target.
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i's perpendicular to the plane formed by the velocity vec-
tor and the spin axis.

M dcourse Guidance. Quidance fromthe end of the |aunch
phase to the beginning of the terminal phase.

Mss Distance. The distance hetween the missile and the tar-
get at the time of closest approach.

Mssile Dynamics. The subject dealing with the translational
and rotational motions of a missile in response to forces
and moments applied to it.

Mssile Hardware-in-the-Loop. A type of simulation that
includes nmssile hardware in the sinulation loop, hoth
the missile seeker in the loop and missile-seeker elec-
tronics in the loop are of this type.

M ssile-Seeker Electronics in the Loop. A type of simula-
tion that includes nissile-seeker electronics (or its
equivalent) in the simlation Ioop.

Mssile Seeker in the Loop. A type of simulation that in-
Cludes a missile seeker in the similation |oop.

Moment um Thrust. The conponent of thrust due to the rate
of change of nomentum of the exhaust gases, as op-
posed to the pressure thrust.

Mtion Simulator. See Flight Table.

Miltipath. Radar signals that propagate fromthe target to
the radar receiver by a direct path and by reflections.

N
Nap-of -the-Earth Flight Path. Very lowaltitude flight at
hei ghts that barely avoid vegetation.

Natural Frequency. Undamped frequency of oscillation of a
physical system when perturbed from equilibrium

Nei ghborhood of Validity. The region of flight conditions
within which the simulation is adequate for its intended
pur pose.

Neutral Point. Point on the nissile about which the aerody-
nam ¢ moment is independent of the angle of attack.

o
(ff-Boresight Angle. The angle between the horesight axis
of the seeker and the line of sight to a point in the target
scene.

Optical. Pertaining to visible or near-visible light; encom
passing the ultraviolet, visible, and infrared spectra (0.1
to 30 pn.

Overshoot. Amount hy which response of a controlled sys-
tem exceeds the command.

P

Predictor-Corrector Method. Method of numerical solution
of differential equations by which a solution is obtained
by an iterative process in which each iteration inproves
the accuracy of the solution. This process often consists
of aninitial approximtion that uses a predictor equation
and an inproved result that uses a corrector equation.

G3

Pressure Thrust. The conponent of thrust due to the imbal-
ance of atnospheric pressure on the nose of the missile
relative to that across the exit plane of the nozzle.

Pseudof orce. An equivalent force that would produce accel-
eration of masses observed in moving reference frames
that are actually the result of the reference frame motion.

R
Ramjet Engine. Jet engine that uses dynamic (ran) pressure
to compress atmospheric air.

Range Rate. Rate of change of magnitude of range.

Rate Bias. Abias included in the seeker tracking rate com
mand of some infrared seekers to cause the seeker to
track ahead of the unbiased tracking point. If the unbi-
ased tracking point is the target exhaust plume, rate bias
forces the seeker to point ahead of the plume in order to
track the target itself,

Reference Frane. A coordinate system defined by three or-
thogonal unit vectors.

Response Wi ghting Function. Function that accounts for
all factors affecting the commanded tracking rate of a
seeker except the discrimnator gain function. The re-
sponse wei ghting function accounts for reticle pattern
designs for decoy discrinination with infrared seekers
and is simlar to the difference pattern curve of radio fre-
quency seekers.

Root Matching. Method of numerical solution of differential
equations by which the roots of the numerical differen-
tial equations are mtched to the roots of the differential
equation being sol ved.

Rounding Errors. Error that occurs in digital computation
caused by the finite nunber of significant digits carried
by the computer.

S
Stuttering Cross Section. Measure of the power of radiation
scattered froma radar target in a given direction, nor-
malized with respect to the power density of the incident
radiation, and further normalized so that the decay due
to the spherical spreading of the scattered wave is not a
factor in computing the scattering cross section.

Seeker. Target-tracking device mounted onboard a missile.

Seeker G nbal Angle. The instantaneous angle between the
boresight axis of the seeker and the centerline axis of the
missile.

Sel f-Screening Jammer. Target that protects itself fromra-
dar detection by enitting jaming signals.

Shock Vave. Thin wave or layer of gas generated by the su-
personi ¢ movement of gas relative to a body. Upon pass-
ing through this wave, the gas experiences abrupt
changes in pressure, velocity, density, and tenperature.

Simulated Scene. Mathematical, physical, or electronic
scene, which may contain targets, background, and



Downloaded from http://www.everyspec.com

M L- HDBK- 1211 (M)

countermeasures intended to be viewed by simulated or
har dware seekers in flight sinulations.

Simulation Loop. A closed loop in a simulation of a dynam
ic system For example, in the guidance and control |oop
(1) the seeker tracks the relative motion of the target, (2)
the resulting seeker notion is enployed to generate mis-
sile guidance commands, (3) the nissile flight pathis al-
tered in response to guidance commands, (4) the altered
mssile flight path causes the motion of the target rela-
tive to the nissile to change, and (5) the seeker tracks the
target to conplete the Ioop.

Solid Propellant Rocket. Rocket motor that uses propel lant
in solid form

Specific Inpul se. Thrust obtained per unit of gas flowrate
or impulse of a unit mass of propellant.

Squint Angle. The angle between the axis of the antenna
beam and the boresight axis of a radio frequency seeker.
Thus, for a conical scan seeker, squint angle is the angle
hetween the instantaneous beam axis and the axis of
beam rotati on.

Stability Derivative. Slope of a linearized aerodynamic coef-
ficient or parameter.

Stability Errors. Error in numerical integration caused by an
instability in the numerical difference equation used.

Stagnation Point. Theoretical point on a body at which the
relative fluid velocity is zero.

Stall Point. Angle of attack at which maximum lift occurs.

Standoff Jamrer. Vehicle other than the target that protects
the target by enitting jamming signals.

Static Stability. Inherent tendency of a missile to return to its
trimed angle of attack if it is displaced fromthis angle
by an outside force.

T
Target Signature. Spectral, spatial, and intensity character-

istics of electromagnetic radiation emtted or reflected
by the target.

G4

Terrain-Avoi dance Flight Path. Lowaltitude flight in
which hills are avoided by flying around them

Terrain-Following Flight Path. Lowaltitude flight in
which hills are avoided by flying over them

Theil's Inequality Coefficient Method. A mathematical
method used to conpare two tine series.

Tip-Cff Effect. Perturbation of nissile flight caused by the
rotational noment that exists when the nissile is only
partially supported by the launcher.

Top-Level Flow Diagram Conputer flow diagranms at the
most aggregated |evel.

Track-via-Mssile Guidance. Command gui dance enpl oy-
ing target position data measured by a target tracker on-
board the nissile.

Truncation Errors. Error in numerical integration caused hy
the numerical difference equation not being a perfect
similator of the differential equation being integrated;
this error is a function of the integration method used.

Turbojet Engine. Jet engine that uses a gas turbine to com
press atmospheric air.

\Y

Validation. The process of determining the extent to which
a model or simulation is an accurate representation of
the real world fromthe perspective of the intended use.

Vector. A mathematical representation of magnitude and di-
rection of quantities such as position, velocity, accelera-
tion, force, and monent.

Verification. The process of determining the extent to which
a model or simulation accurately represents the devel op-
er's conceptual description and specifications.

w

Viar Game Mbdel. Conputer programused to carry out sim

ulated nilitary exercises.
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Degrees of freedom 1-4,3-7,3-12,3-13
Differential equations, 10-7-10-14

errors, 10-7, 10-9, 10-13

numerical solutions of, 10-7, 10-8-10 14
Digital conputers, 1-2—1-3, 1-4
Digital simlation, 10-13
Digital solution of transfer functions, 10-14-10-19
Doppler effect, 2-10
Drag, 4-10-4-12

exanple simlation, 12-13
Drag coefficients, 5-5,5-6-5-8,5-16
Drag polar, 5-7.5-19
Dynanic pressure parameter, 5-3-5-4
Dynanic stability derivatives, 5-13,5-14

E

Earth coordinate system 3-8,7-4,7-7, 7-12, 7-14,7-17, A2
Electro-optical scenes, 9-2-9-3, 9-7-9-10
signatures, 9-1, 9-2-9-3, 9-7-9-10
seekers. See (ptical seekers.
Electronic scene similation, 9-509-7
Environment, nissile, 1-1-+-2
Equations of motion, 4-34-4, 4-6-4-10, 4-11,4-16-4-
21
applications of, 4-12,4-21
exanpl e sinulation, 12-16-12-18
for arigid body, 4-4,4-7,4-18-4-20
inputs to, 4-3
outputs, 4-3
rotational, 4-3,4-6,4-9,4-10,4-11, 4-18-4-21
translational, 4-3,4-11,4-16-4-18
Equi pment for scene sinulation, 9-7-9-12
Euler angles, rate of change, 4-21,7-10,7.15
Euler integration method, 10-7, 10-8-10-9
improved, 10-10-1--11, 10-13
modified, 10-11, 10-13
Eulerian axes, 4-6
Evasive maneuvers, of target, 9-4
Exanple sinulation
initialization, 22-7
input data 12-6-12-7
objectives, 12-4-12-5
program structure, 12-5-12-7
results, 12-21-12-26
scenario, 12-4
seeker, 12-7, 12-10
Exhaust gases, 4-12, 4-13,4-14
Explicit numerical integration method, 10-8-10-10

F

Fin deflection angle, nodulation of, 5-22
Fire control, 2-2
exanple sinulation, 12-74 2-8
Fire unit, 2-1,2-2
Fi ve- degree-of - freedom sinul ation, 3-13,7-4,7-10

-2

aerodynami cs, 5-20

gui dance and control, 8-10,8-13,8-16
Fixed earth (inertial) reference frame, 4-5 4-6,4-7,4-9,4-
11,4-14,4-18,4-19
Flight, missile. See Mssile motion.
Flight performance, 2-1
Flight, target. See Target notion.
Flight testing, 2-19, 3-13-2, 3-3, 3-4, 3-6,5-7,5-14,5-16,
5-17
Flow regimes, 5-2,5-15
Force

aerodynanic, 5-2-5-6, 5-9-5-10, 5-12,5-165-18, 5-
22,7-4,7-5-7-6, 7- 10—+- 13

gravitational. See Gavitational force.

normal (pressure), 5-2,5-5,5-10,5-21

propul sive, 7-4, 7-6-7-7, 7-9,7-13

tangential (shearing), 5-2,5-4
Force coefficient, aerodynanic, 5-4,5-5
Forces and nonents, 4-3-4-4,4-10-4-16,4-17, 4-18, 4-
20-4-21

aerodynanic, 4-3,4-10-4-13,4-16,4-18, 4-21, 5-2-5-
3, 5-5-5-6, 5-16,5-17, 5-18-5-19

conponents, 5-5-5-6

drag, 4-10-4-12

equations, 5-18-5-19

exanple simulation, 12-13-12-15

nonencl ature, 4-4-45

propul sion, 6-1,6-2-6-5
Fragnent warheads, 2-18
Friction forces, 5-2

Fuze, 1-4,2-2,2-15,2-18,2-19
Fuzing logic, 2-8
G
Gnbal angle, 1-2
lints, 2-3

Gain temperature, 6-2---6-3

Gavitational attraction, 4-14

Gavitational force, 3-5-3-6,4-4,4- 10,4-14-4-16, 4-17,
4-21,7-7, 7-13-7-14

Gavity, exanple sinulation, 12-15-12-16

Gavity inarotating earth frame, 4-14-4-16

Ground-based gui dance modeling, 8-13-8-17

Qui dance, 1-1, 1-4, 2-12-3, 2-11,2-12,2-24-2-31
active, 2-27

beamrider, 2-28
conmand, 2-25
conmand-t o- | i ne- of - si ght,
ground, 2-25-2-27
horning, 2-27
inplementation, 2-1, 2-25-2-27
intercept point prediction, 2-28
laws, 2-2, 2-27-2-3 1

mdeling, 8-3-8- 17

on-hoard, 2-1,2-27

2-25
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| NDEX

A
Acceleration, 4-3,4-6,4-7,4-9-4-10, 4-15-4-18, 4-20,4-
21
centrifugal, 4-10, 4-14-4-16
due to gravity, 4-3, 4-9-4-10, 4-11, 4-14-4-16
inarotating frame, 4-9-4-10
rotational, 4-18-4-20
Acccleration limt, 8-13
Accreditation, 11-5
Achieved tracking rate, 8-8
Active seeker, 2-8-2-9
Actuators, 2-15
Adans nunerical integration methods, 10-12
Aerodynamic Analysis of Flight-Test Data 5-17
Aerodynamic cross coupling, 1-4
Aerodynani cs, exanple sinmulation,
12-15
Air-augmented notors, 3-6,62
Airframe, 1-1, 1-4,2-2, 2-23-2-24
Atitude, 5-18
Analog computers, 1-2, 1-3, 1-4
Analog-to-digital converters, 1-3
Anechoi ¢ chamber, 9-7
Angle of attack, 5-7,5-9,5-11,5-12,5-13, 5-14,5-18,5-20
limt, 813
Angular tracking, 2-6,2-10
Antenna, 2-3,2-8,2-9,2-10
Atmosphere, 5-17-5-18
effects on signals, 9-5
exanple sinulation,
At mospheric data B-1
Atmospheric properties, B-1
At nospheric transmission wndows, 2-3
Aut opi | ot 2-1,2-2,2-12,2-13, 2- 15, 2- 24, 5- 11, 5- 14, 8- 2,
8-5,8-8,8-11-8-13, 8- 14, 8- 23
exanple similation, 12-7, 12-10-12-11, 12-12
hardware, 8-23
Axial force coefficients, 5-5,5-6-5-8,5-16

12-6-12-7, 12-13—

12-8-12-9

B
Background, scene, 9-4
Bayesian updating, 11-4
Beam rider, 2-28
Beamrider quidance, 8-14-8-16

Body coordinate system 3-8, 4-4,4-16,4-21,74, 7-5,7-6,
7-7,7-10, A-2-A-3

Body reference frame, 4-4,4-8,4-11,4-16,4-17,
4-21

Body-to-earth system transformation, A-4
Boost glide, 2-21

4-19,4-20,

Boost sustain, 2-21,2-23
Boost-glide motor, 6-3
Boost-sustain motor, 6-3
Boresight axis, 2-3
Boresight tracking error, 8-7

C

Canard control, 2-14-2-15
Cartesian coordinates, 4-5
Cutter, 2-10
Coefficients, aerodynamic, 5-3-5-12, 5-14-5-17, 5-21
application of, 5-3-5-6
averaging, 5-21-5-22
determnation of, 5-14-5-17
linearity assunption, 5-3,5-6
monent, 5-4, 5-9-5-12, 5-13, 5-14,5-16,5-1 8-5-22
prediction, 5-3, 5-15-5- 16
Conmand gui dance, 2-25,8-14
Command-t o- | i ne-of -si ght qui dance, 2-25, 8- 14-8-16
Commanded tracking rate (seeker), 8-7-8-8
Compressibility of air, 54
Conputer |anguage, 10-6-10-7
Computer, selection, 10-2-10-6
Conputers, 1-2-1-4
coni cal -scan radar, 9-4
Coni cal -scan reticle, 2-7
Coni cal scanning, 2-10,2-12
Continuous rod warheads, 2-18
Continuous wave, 2-10
Continuous wave radar, 2-10
Control hardware, 8-23
Control system 2-12-2-15
exanple simulation, 12-1 142-12
nodeling, 8-17-8-18
Coordinate systems, 4-4, 4-10-4-11, 4-16, 4-21, 7-4, A
1-A-4
conventions, A-l-A-2
definitions, A2-A-3

role of, 3-8

transformations, A-3-A-5

types, 3-8-3-9
Coriolis acceleration, 4-10,4-15
Count erneasures, 1-1,2-2,2-19,94-9-5
Cruciform symetry, 5-11,5-20,5-21

D

Danping derivatives, 5-17
Datcom 5-15

Decoys, 2-8,9-4-9-5

Degree of fidelity, 8-3, 8-6-8-8
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Degrees of freedom 1-4,3-7,3-12,3-13
Differential equations, 10-7-10-14

errors, 10-7, 10-9, 10-13

numerical solutions of, 10-7, 10-8-0-14
Digital computers, 1-2+-3, 1-4
Digital simlation, 10-13
Digital solution of transfer functions, 10-14-10-19
Doppler effect, 2-10
Drag, 4-10-4-12

exanple similation, 12-13
Drag coefficients, 5-5, 5-6-5-8, 5-16
Drag polar, 5-7,5-19
Dynanic pressure parameter, 5-3-5-4
Dynanic stability derivatives, 5-13,5-14

E

Earth coordinate system 3-8,7-4,7-7,7-12,7-14, 7-11, A2
Electro-optical scenes, 9-2-9-3, 9-7-9-10
signatures, 9-1, 9-2-9-3, 9-7-9-10
seekers. See (ptical seekers.
Electronic scene simlation, 9-5,9-7
Environment mssile, 1-1-4-2
Equations of motion, 4-34-4,4-6-4-10,4-11, 4-16-4-
21
applications of, 4-12,4-21
exanpl e sinulation, 12-16-12-18
for arigid body, 4-4,4-7, 4-1-4-20
inputs to, 4-3
outputs, 4-3
rotational, 4-3,4-6,4-9,4- 10,4-1 1,4-18--4--21
translational, 4-3,4-11, 4-16-4-18
Equi pment for scene similation, 9-7-9-12
Euler angles, rate of change, 4-21,7-10,7-15
Euler integration method, 10-7, 10-8-10-9
inproved, 10-10--10-11, 10-13
modi fied, 10-11, 10-13
Eulerian axes, 4-6
Evasive maneuvers, of target, 9-4
Exanple sinulation
initialization, 12-7
input data, 12-6-12-7
objectives, 12-4-12-5
program structure, 12-5-12-7
results, 12-21-42-26
scenario, 12-4
seeker, 12-7, 12-10
Exhaust gases, 4-12,4-13,4-14
Explicit numerical integration method, 10-8-10-10

F

Fin deflection angle, nodulation of, 5-22

Fire control, 2-2
exanple sinulation,

Fire unit, 2-1,2-2

Fi ve- degree-of - freedom sinul ation, 3-13,7-4,7-10

12-7-12-8

1-2

aerodynami¢s, 5-20

gui dance and control, 8-10,8-13,8-16
Fixed earth (inertial) reference frane, 4-5,4-6,4-7,4-9, 4-
11, 4-14,4-18,4-19
Flight, missile. See Mssile notion.
Flight perfornance, 2-1
Flight, target. See Target motion.
Flight testing, 2-19, 3-1-3-2, 3-3,3-4,3-6,5-7,5-14, 5-16,
5-17
Flow regimes, 5-2,5-15
Force

aerodynamc, 5-2-5-6, 5-9-5-10, 5-12,5-16-5-18,5-
22,7-4,7-5-7-6,7-10-7-13

gravitational. See Gavitational force.

nornal (pressure), 5-2,5-5,5-10, 5-21

propul sive, 7-4,7-6-7-7,7-9,7-13

tangential (shearing), 5-2,5-4
Force coefficient, aerodynamic, 5-4,5-5
Forces and moments, 4-3-4-4, 4-10-4-16,4-17, 4-18, 4-
204-21

aerodynamic, 4-3,4-10-4-13,4-16,4-18, 4-21, 5-2-5-
3, 5-5-5-6, 5-16,5-17, 5-18-5-19

conponents, 5-5-5-6

drag, 4-10-4-12

equations, 5-18-5-19

exanple similation, 12-13-12-15

nonencl ature, 4-4-4-5

propul sion, 6-1,6-2-6-5
Fragnent warheads, 2-18
Friction forces, 5-2

Fuze, 1-4,2-2,2-15,2-18,2-19
Fuzing logic, 2-8
G
Gnbal angle, 1-2
lints, 2-3

Grain tenperature, 6-243

Gavitational attraction, 4-14

Gravitational force, 3-5-3-6,4-4, 4- 10,4-14-4-16, 4-17,
4-21,7-7,7-13-7-14

Gavity, exanple simulation, 12-15-12-16

Gavity in a rotating earth frame, 4-14-416

Ground-based guidance nodeling, 8-13--8-17

Quidance, 1-1,1-4, 2-1-2-3, 2-11,2-12,2-24-2-31
active, 2-27

beamrider, 2-28
conmand, 2-25
command-t o- | i ne-of - si ght,
ground, 2-25-2-27
hom ng, 2-27
inplementation, 2-1, 2-25-2-27
intercept point prediction, 2-28
laws, 2-2, 2-27-2-31

nodel ing, 8-3-8-17

on-hoard, 2-1,2-27

2-25
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| NDEX

A
Acceleration, 4-3,4-6,4-7,4-94-10,
21
centrifugal, 4-10,4-14-4-16
due to gravity, 4-3,4-9-4-10,4-11 4-14-4-16
inarotating fram, 4-9-4-10
rotational, 4-18-4-20
Acceleration limt, 8-13
Accreditation, 11-5
Achieved tracking rate, 8-8
Active seeker, 2-8-2-9
ACtuators, 2-15
Adams nunerical integration methods, 10-12
Aerodynam ¢ Analysis of Flight-Test Data, 5-17
Aerodynani ¢ cross coupling, 1-4
Aerodynani cs, exanple sinulation,
12-15
Air-augmented motors, 3-6,6-2
Airframe, 1-1, 1-4,2-2, 2-23-2-24
Altitude, 5-18
Analog computers, 1-2, 1-3, 1-4
Anal og-to-digital converters, 1-3
Anechoi ¢ chanber, 9-7
Angle of attack, 5-7,5-9,5-11,5-12,5-13, 5-14,5-18,5-20
linmt, 8-13
Angul ar tracking, 2-6,2-10
Antenna, 2-3,2-8,2-9,2-10
At mosphere, 5-17-5-18
effects on signals, 9-5
exanple simulation,
Atmospheric data, B-1
Atmospheric properties, B-1
At mospheric transm ssion wndows, 2-3
Autopilot, 2-1,2-2,2-12,2-13,2-15, 2-24,5-11,5-14,8-2,
8-5,8-8, 8-11-8-13, 8-14,8-23
exanple simulation, 12-7, 12-10-12-11, 12-12
hardware, 8-23
Axial force coefficients,

4-15-4-18, 4-20,4-

12-6-12-7, 12-13—

12-8-12-9

5-5,5-6-5-8,5-16
B

Background, scene, 9-4

Bayesian updating, 11-4

Beam rider, 2-28

Beamrider guidance, 8-14-8-16

Body coordinate system 3-8, 4-4,4-16,4-21,7-4, 7-5,7-6,
7-7,7-10, A2-A3

Body reference frame, 4-4,4-84-11 4-16,4-17, 4-19,4-20,
4-21

Body-to-earth system transformtion, A4

Boost glide, 2-21

Boost sustain, 2-21,2-23
Boost-glide motor, 6-3
Boost-sustain notor, 6-3
Boresight axis, 2-3
Boresight tracking error, 8-7

C

Canard control, 2-14-2-15
Cartesian coordinates, 4-5
Cutter, 2-10
Coefficients, aerodynamc, 5-3-5-12, 5-14-5-17,5-21
application of, 5-3-5-6
averaging, 5-21-5-22
determination of, 5-14-5-17
linearity assumption, 5-3,5-6
moment, 5-4, 5-9-5-12, 5-13, 5-14,5-16,5-1 8-5-22
prediction, 5-3,5- 15-5- 16
Command gui dance, 2-25,8-14
Command-t o-line-of -sight guidance, 2-25, 8- 14-8- 16
Commanded tracking rate (seeker), 8-7-8-8
Conpressibility of air, 54
Conputer |anguage, 10-6-10-7
Computer, selection, 10-2-10-6
Conputers, 1-2-1-14
conical-scan radar, 9-4
Coni cal -scan reticle, 2-7
Conical scanning, 2-10,2-12
Continuous rod warheads, 2-18
Continuous wave, 2-10
Continuous wave radar, 2-10
Control hardware, 8-23
Control system 2-12-2-15
exanple simulation, 12-11-42- 12
nodeling, 8-17-8-18
Coordinate systems, 4-4, 4-10-4-11, 4-16, 4-21, 7-4, A
1-A-4
conventions, A-1-A-2
definitions, A2-A-3
role of, 3-8
transformations,
types, 3-8=3-9
Coriolis acceleration, 4-10,4-15
Count erneasures, 1-1,2-2,2- 19,94-9-5
Cruciform symetry, 5-11,5-20,5-21

D
Danping derivatives, 5-17
Datcom 5-15
Decoys, 2-8,9-4-9-5
Degree of fidelity, 8-3,8-6-8-8

A-3-A5
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optiml, 2-30-2-31

passive, 2-27

proportional navigation, 2-28-2-30

pursuit (“hound and hare”), 2-28

selection of, 2-24-2-25

semactive, 2-27
Quidance and control, exanple sinmulation, 12-10-12-13
Qui dance coordinate system 3-8, A-3
Qui dance processor, 8-2,8-5, 8-8-8-11
Qui dance-to-earth system transformation, A-4
Quidance with IR seeker, 8-3,8-4--8-5,8-7-8-8 8-10-
8-11,8-19-8-20
Quidance with RF seeker,
Gyroscopic couples, 4-20
Gyroscopi ¢ monents, 4-204-21

H

Har dware-in-the-loop,  1-4,8-3,8-18-8-23,10-19
Har dware substitution, 8-18-8-23

Homing guidance, 2-27

Hom ng, semactive, 8-14

8-3,8-7-8-8,8-9-8-10, 8-19

| maging, 2-8

Implicit (multistep) integration nethod, 10-7, 10-11-40-12
Implicit (one-step) integration method, 10-7, 10-10-40-11
Inertial rotor, 4-4,4-21

Infrared, 2-3

Infrared seeker. See Seeker, infrared

Intercept point prediction, 2-28

[terative modeling, 9-9-9-10

J
Jaming, 9-4
Jinking, 7-14-7-17

K
Kill probability. See Lethality.

L

Laser, 2-3

Lateral acceleration, 2-13-2-14,2-15
Launch boundary, 2-1-2-2

Launcher, 2-31

Lethality, 1-1,2-19-2-20

Levels of fidelity, 11-1

simlation, 9-11-9-12
Lift, 4-10,4-11
aerodynamc, 2-1, 2-13-2-15

exanple simlation, 12-13
Lift coefficients, 5-5,5-6,5-9,5-16,5-21
Lift curve slope, 5-12
Lift versus drag, 5-9,5-18
Liquid propellant, 2-20,6-2
Liquid propellant motor, 6-2

13

M

Mach nunber, 3-6, 3-7, 3-8,5-2, 5-4, 5-9-5-12, 5-16, 5-
17,8-10, 8-13
Magnus effect, 5-22
Man-portable mssile systems, 2-1
Maneuver commands, 2-1
Maneuvering flight, target, 7-14-7- 17,9-4
horizontal turns, 7-16
load factor, 7-15,7-16
roll attitude, 7-17
weaves, 7-16-7-17
Mass change, 6-3
Miss, mssile, 7-7
Mathematical conventions, missile dynamics, 4-4-4-5
Mt hematical scene sinulation, 9-5-9-6
M1ne numerical integration method 10-7, 10-1 1-40-12
Mss distance, 2-1,2-2,2-27,5-12,5-14, 7-18-7-21
Mssile
accuracy, 1-1
aerodynam ¢ cross coupling, 1-4
control, 1-1, 1.2
count er - count er measur es,
design of, 2-1
flight, 11, 1-2, 1-4
analysis of, 1-1
testing, 1-2
fuzing, 1-1
ginbal angle, 1-2
gui dance, 1-1, 1-4
guided, 1-1, 1-4
laboratory test, 1-2
lethality, 1-1
life-cycle, 1-1
maneuver, 1-1, 1-2
methematical nodel, 1-1, 1-2, 1-4
model, 1-1
performance, 1-1, 1-21-3
estimates, 1-2
measures, 1-1
position, exanple simlation, 12-17-42-18
subsystems, 1-1,1-2, 1-4
surface-to-air, 1-1, 1-2, 1-3, 1-4,4-16,5-7,5-21
tracking rate, 1-2
Mssile electronics in the oop, 8-19-8-20
Mssile flight vehicle, 2-1
Mssile motion, 7-4—4-14
translational and angular rates, 7-7
Mssile seeker in the loop, 8-19
Mssile systems, 2-1-2-3
aerodynamc forces, 3-4
description, 2-1-=2-2
equi pment, 2-1-2-2
fin deflections, 3-53-7,3-13
functions, 2-1-2-2
gui dance and control. See Cuidance.

1-1
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lite cycle, 3-2
maneuver command. See Qui dance.
motors, 3-6
propul sion, 3-6,3-13
purpose of, 2-1
thrust. See Propul sion.
Mssile-target geonetry, 7-17-4-21
relative attitude, 7-17—-18
relative position, 7-17
Mbdel
atmospheric characteristics, 1-1, 1-2
equations, 1-1, 1-2, 1-4

mass, 1-1
mathematical, 1-1, 1-2, 1-4
seeker, 1-4
simlation. See Simulation.

Moment coefficients, 5-4, 5-9-5-12, 5-13, 5-14, 5-16, 5-
18-5-22
Monents  of
4-20,7-10
Monents, See also Forces and noments.

aerodynamc, 7-8—4-9

propul sive, 7-9
Monopul se radar, 9-4
Monopul se tracking, 2-10,2-12
Mtion, missile. See Mssile motion.
Mbtion, target. See Target notion.
Mtors, 2-2,2-20-2-23,3-6,5-6, 5-10,6-1-6-2,6-3. See
al'so Propul sion.
Moving target indicator, 2-10

inertia, 4-6,4-7, 4-10,4-18,4-19,4-20, 4-18,

N

Navi er- St okes equations, 5-15-5-16

Navigation, proportional, 2-28-2-30,8-2-8-3,8-8,
8-11,8-14,8-17,12-15

Navigation ratio (proportionality factor), 2-28,2-30
Nei ghborhood of validity, 11-4

New horesight axis vector, 8-8

Newton's equations, 5-15

Newton's |aws, 4-4,4-6-49,4-10,4-12,

Newton's second |aw, 3-5-3-6,4-6-47

Nike Aax, 2-25

Nike Hercules, 2-25

Nomenclature, nissile dynamics, 4-4-4-5

Normal force coefficients, 5-5,5-6,5-9,5-16,5-21

Nurerical solution of differential equations, 10-7, 10-8-
10-14

8- 9-

(ff-boresight angle, 8-7
(n-hoard gui dance, 2-1,2-27
Optical seekers, 2-3-2-8, 8-3, 8-7-8-8, 9-2. See also
Seeker, infrared and Radio frequency seekers.
defined, 2-3
i maging, 2-8

1-4

pseudoi magi ng, 2-8
Optimal guidance, 2-30-2-31

P

Passive seeker, 2-8
Patchboard, 1-2, 1-3
Payl oad, 2-1
Perfect guidance, 8-8-8-9
Perfect seeker, 8-3-8-5
Physical laws, 1-1
Physical scene simulation, 9-5,9-6-9-7
Positions, relative, exanple simulation, 12-9
Predictions, aerodynanic, 5-3, 5-15-5-16
Products of inertia, 4-18,4-19, 4-20,4-21
propel | ants, 1-4,4-7-4-12,6-1-6-3

and mssile momentum 4-12

grain tenperature, 2-22
Proportional navigation, 2-28-2-30, 8-2-8-3, 8-8, 8-9—
8-11,8-14,8-17
Propul sion. See also Mbtor.

exanple sinulation, 12-15

force and nonment vectors, 6-3-6-5
selection of, 2-222-23

system 2-20-2-23

selection of, 2-22

thrust and mass paraneters, 6-1,62-6-3
Repul sive force, 3-6,4-21
Propul sive thrust, 4-10,4-124-14
Pseudo-forces, 4-10
Pseudoi magi ng, 2-8
Pul se Doppler radar, 2-10
Pulse radars, 2-10

Q
Quaternions, A5

R

Radars, 2-1, 2-8-2-12, 9-4. See also Radio frequency
seekers.
types, 2-10
Radiation, optical, 2--3-2-5
Radio frequency radiation, 2-8-2-12
attenuation, 2-9
Radio frequency scenes, 9-10-9-12
Radio frequency seekers, 2-8-2-10, 8-3, 8-7-8-8. 8-9—
8-10,8-19
defined, 2-8
error detection, 2-10
Radio freqguency signatures, 9-1,9-3-9-4,9-10-9-12
Radio Frequency Sinulation System 9-10-9-12
Radone, 2-11,2-23
Ramjet motors, 3-6
Ranjet engine, 6-2
Range effects on signals, 9-5
Rate bias, 8-8
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Real-time computation, 1-4
Reference area, 5-4--5-5,5-14
Reference conditions, 6-3
Reference frame, 4-5,4-5,4-6,4-7 4-17, 4-19
nonaccel erating, 4-4
relationship between a vector and, 4-4-45, 4-7
rolling, 521
Reticle, 2-5-2-7
Reynol ds nunber, 3-7,3-13,5-4,5-14,5-16, 5-17, 5-18
Rocket motors. See Mbtors.
Rol and, 2-28
Roll nonent, aerodynamic, 5-5-5-6,5-11,5-20,5-21
ROI rate, 5-11-5-12, 5-21
Roll stability derivatives, 5-14
Rollerons (control tabs), 5-11
Rolling airframe considerations, 5-20-5-22
Rolling reference frams, 5-21
Root - mat chi ng method, 10- 16-10-19
Rotating reference frame, 4-7410,4-14-4-16,4-174-
18
Rotational equations, 4-3, 4-4, 4-6, 4-9,4-11,4-18-4-21,
7-74- 10
Runge-Kutta integration method, 10-7, 10-9-10-10, 10-14
exanple sinulation, 12-1'7-12-20

S

Scene elements, 9-1-9-5
Scene generator, 1-3
Scene sinulation, 9-1-9-12
equi pnent, 9-7-9-12
nethods, 9-5-9-7
Seeker, 1-2, 1-3, 1-4, 2-3-2-12, 8-3-8-8, 8-9-8-11, 8-
14,8-18-8-20
exanple simlation, 12-7, 12-10
hardware, 8-18,8-23
infrared, 8-3, 8-4-8-5 8-7-8-8 8-10-8-11, 8-19-8-
20
internediate fidelity, 8-6-8-8
range, 1-2
tracking time lag, 8-5-8-6
types, 2-3-2-10
Seekers, 2-3-2-12
Seekers, optical. See Cptical seekers.
Seekers, radio frequency. See Radio frequency seekers.
Senmactive horning, 8-14
Semi active seeker, 2-8
Sequential lobing, 2-10,2-12
Sequential |obing radar, 9-4
Servomotor, 2-15
Shaped- charge warheads, 2-18
Shoul der-fired missile, 6-3
Signal intensity, 8-7-8-8
Signal processing, 1-4
Signature suppression, 9-4
Signatures, 9-2-9-4

Sinulation, 4-34-4,4-7 4-16,4-19, 6-2-6-5
action of gravity, 4-16
aerodynami ¢ force and nonent, 3-6-3-7
aerodynamics, 1-1
airframe response, 3-5,3-7
assessing missile performance, 3-3-3-4
autopilot, 3-5
autopilot and control, 3-4-3-5
breadboard, 1-1, 1-4
conpl exity, 1-4
conputation, 1-3, 1-4
conputational cycle, 3-10-3-12
acceleration, 3-12
atmospheric data, 3-10
forces, 3-11-3-12
gui dance, 3-11
monents, 3-11-3-12
processing, 3-10-3-11
table Iookup, 3-10
velocity vectors, 3-10-3-11
coordinate systems, 3-8-3-9
decoy depl oynent, 1-1
decoys, 9-5
designing and optimzing nissiles, 3-3
desired output, 4-16
effects of structural deflection, 4-4
environment, 1-1, 1-2
equations, 1-1, 1-2, 1-4
simplifying, 1-4
equations of motion, 1-1. See also Equations of notion.
establishing requirenents, 3-2-3-4
exanple. See Exanple sinulation.
execution, 3-12-3-13
near-real time, 3-4
real time, 3-43-12
fidelity, 3-12-3-13
fin deflection, 3-7,3-13
flow diagram 3-10-3-13
ginbal angle, 1-2
guidance, 1-1, 3-4-3-5
har dwar e-in-the-loop, 1-4
hierarchy, 3-3

hybrid, 1-3

inputs, 1-2, 1-3,3-1,3-10

janmming, 9-4

level of detail, 3-12-3-13. See also Degrees of freedom
logic, 1-1

mathematical, 1-1, 1-2, 1-4

mssile and target notion, 3-5-3-7
mssile flight, 1-1-4-3

objectives, 1-1, 3-2-3-4, 3- 123-13
output, 1-2

physical, 1-1,1-2, 1-3

preflight, 3-3

purpose, 1-1, 9-2, 1-4, 3-23-4
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rotation, 3-7, 3-13
seeker, 1-2, 1-4,3-13
limts, 1-2
scene generation, 1-3
signature suppression, 9-4
sophistication of, 1-2, 1-4
subsystems, 1-1
target, 9-1-9-4
thrust, 1-1
tracking rate, 1-2
training, 3-4
Si x- degree-of - freedom simul ati on,
4-3,4-11,7-4,7-5-7-10
aerodynami¢s, 5-17,5-20
gui dance and control, 8-10,8-
Six degrees of freedom 4-4,10-
Solid propellant, 2-20,6-1-6-2
mtors, 2-20-2-22,3-6, 6-1-6-2
spartan, 2-25
Specific inpulse, 2-21
Spin-scan reticle, 2-6-2-7
Sprint, 2-25
Stability derivatives, 5-12-5-1 4
Stabilization, 2-3
Static pitch stability derivative, 513
Static stability, 2-23--2-24
Static tests, 2-19
Surface-to-air mssile, 6-1

1-4,3-3,3-7,3-12,3- 13,

11-8-13, 8-16
13

Tail control, 2-15
Target, 1-1,1-4, 9-1-9-4
coordinate system 3-9, A-3
counterneasures, 1-1
flight path, 1-1
illuminators, 2-27
i mge, 2-3-2-8
maneuverability, 1-1
mdels, 1-1, 1-2,9-1 1-9-12
motion, 7-4, 7-14-7-17
position, exanple similation, 12-18
reflection of radio frequency radiation from 2-10-2-11
scene generation, 1-3
signature, 1-1, 1-2,2-2, 9-2-9-4
similation, 9- 1-9-4
speed, 1-1
Target Image Sinulator, 9-9-9-10
Target-to-earth systemtransformation, A-S
Target tracker, nodel, 3-5. See also Seeker.
Target, tracking, 1-1, 1-2
Target-mssile geometry. See Mssile-target geonetry.
Tel escope, 2-5
Termnal engagenent sinulations, 2-19-2-20
Tests, 2-19

1-6

closing speed, exanple sinulation, 12-9

maxi num time/crash, exanple sinulation, 12-19-42-20
Testing. See Wnd tunnel testing and Flight testing.
Theil's inequality coefficient, 11-4
Thr ee- degree-of -freedom simulation, 1-4, 3-7, 3-12, 3-13,
4-3,4-11,6-2,7-4,7-10-7- 14

aerodynami c¢s, 5-20

gui dance and control, 8-10,8-13
Thrust, 2-20-2-21,4-3,4- 10,4-12-4-14
Thrust force, 6-2,6-3
Track via nissile, 2-25-2-26

gui dance, 8-16-8-17
Tracker (seeker)-to-body system transformation, A-4-A-5
Tracker coordinate system 3-8, A3
Tracking

channel's, 2-10

error, 2-3-2-4, 2-6,2-10-2-12

radar, 9-3-9-4

rate, 1-2, 8-7-8-8

time lag, 8-5-8-6
Tracking in angle, 2-10-2-12
Tracking in frequency (velocity gating), 2-10
Tracking in range (range gating), 2-10
Transfer functions, 10-14-10-19
Translational equations, 4-3,4-
Tube launch, 2-22
Tube-launched nissile, 6-3
Turbojet engine, 6-2
Tustin method, 10-14-10-16
Two- degr ee- of - freedom si nul ati on,

U

11,4-16,4-18,7-54-7

3-12

Utraviolet, 2-3

Utraviolet-hfrared Scene Generator,
Uni que Decoy Generator, 9-10
Updating on the fly, 9-10

9-7-9-9

\%

Validation, 11-2-41-5
Bayesian updating, 11-4
comparison with test results, 11-3
levels of confidence, 11-2
model calibration, 11-4
nei ghborhood of validity, 11-4
nonstatistical methods, 11-4
scene, 114
statistical nethods, 11-3-41-4
Theil's inequality coefficient, 11-4
Variabl e mass, 4-12-4-14
Velocities, relative, exanple simlation, 12-9
Verification, 11-1
Verification and validation
accreditation, 11-4
selection of methods, 11-5
Visible spectrum 2-3



w

Wrganmes, models of, 3-2-3-2

Varhead, 1-1, 1-4,2-2, 2-152-19
types, 2-18

\eapons, acquisition of, 3-2

\\eaves, 7-16-7-17
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Wnd coordinate system 3-8 4-4, 4-10-4-11, 7-4, A3
Wnd reference frane, 4-4, 4-10,4-11

Wnd-to-body system transfornation, A-4

Wnd tunnel testing, 5-3,5-10,5-11,5-12,5-14-5-17,5-22
Wng control, 2-15
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SUBJECT TERM (KEY WORD) LI STI NG

Aerodynanic forces
Boresi ght axis
Coordinate systens
Coordinate system transformation
Coriolis acceleration
Degrees of freedom
Equations of notion
Euler angles

Forces and nonents
Quidance and control
Mach nunber

Mss distance
Mssile flight path

Cust odi an:
Arny-M

Review activity:
Arnmy- HD

ST-1

Mssile-target geometry
Moments of inertia
Newton's laws of motion
Propul sion

Reynol d's nunber
Rocket ot or

Rotational equations
Scene generation

Target flight path

Target nodel
Trans! ati onal
Val i dation

equations

Preparing activity:
Arny-M

(Project 14GPA133)
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